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A refined Semtner 0-layer sea-ice model (ESIM1) is presented and applied to the Baltic 
landfast sea ice. The physical model is capable of simulating seasonal changes of snow 
and ice thickness. Particular attention is paid to reproducing the snow-ice and the super-
imposed-ice formation which play important roles in the total mass balance of the Baltic 
sea-ice. The model prognostic variables include all kinds of ice and snow layers that may 
be present during a Baltic landfast ice season and, in general, in every coastal area of an 
ice-covered ocean. The assessment of the model capabilities was done for 1979–1993 
for four different stations in the Baltic Sea. A sensitivity test stresses the relevant role of 
some of the physical parameters, such as the oceanic heat flux, while a scenario analysis 
highlights the robustness of the model to perturbed physical forcing. Our results show that 
one of the key variables in modelling sea-ice thermodynamics is the snow layer and its 
metamorphism, and including the meteoric ice dynamics into a sea-ice model is relevant to 
properly simulate any ice season, also in view of climate change scenarios.

Introduction

Though sea ice is only a very thin layer between 
the ocean and the atmosphere, it plays an impor-
tant role in the Earth’s climate system. The 
high albedo and its positive feedback, the strong 
insulating effect, the physical barrier it creates 
between the atmosphere and the ocean, and its 
impact on the large-scale thermo-haline structure 
of water masses make sea ice an active com-
ponent of the climate system. It is, thus, likely 
that sea ice acts as a very sensitive indicator of a 
global climate change (Eicken 2003).

The evolution of the pack ice is driven 
by heat, radiation and momentum exchanges 
between the ocean and the atmosphere, which 
can be decomposed in thermodynamic (ther-
mal growth/decay) and dynamic processes (drift, 
lead openings, ridging). In the coastal fast-ice 
regions, sea-ice evolution is determined fully 
by thermodynamic processes. These regions are 
indeed spatially limited, but are key factors that 
affect the functioning of high latitude ecosys-
tems.

The first attempt to study sea-ice thermo-
dynamics was the development of an analyti-
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cal model by Stefan (1891). Later, Untersteiner 
(1964) and Maykut and Untersteiner (1971) 
moved to rather complex numerical modelling 
and Semtner (1976) simplified their model for 
numerical investigation of climate. Leppäranta 
(1983) introduced also snow compaction and 
snow-ice formation in his numerical simula-
tions. Cox and Weeks (1988) began to study the 
thermal role of brines. Later Cheng et al. (2006) 
modelled the superimposed-ice formation during 
melting periods. During the last decades other 
variations of such numerical models were devel-
oped, with different complexity which aimed at 
different applications from the smallest to the 
largest temporal and spatial scales. However, not 
much effort has been put into analysing the prop-
erties of sea-ice thermodynamic modelling from 
a biogeochemical perspective and in regions 
where biomass production may have significant 
impacts on the global carbon cycle

Temperature, salinity, space, nutrients and 
light availability are the main environmental 
factors that affect the growth, distribution and 
abundance of sea-ice algae. At the bottom of the 
ice sheet, temperature, salinity, space and nutri-
ents are more favourable to sea-ice algae growth, 
but primary production is often limited by thick 
snow covers that prevent a sufficient penetration 
of light. The situation is opposite on top of the 
ice sheet. Snow ice and superimposed ice play 
important roles, not only because they change 
the snow properties and the consequent rates of 
ice growth, but also because they create suit-
able habitats for sea-ice algae, bringing nutrients 
— by flooding events and melt-refreeze cycles 
— where the light is more available.

In this paper, we present a Semter 0-layer 
model refined in a very comprehensive — in 
terms of a number of physical processes that 
have been included — thermodynamic sea-ice 
model. The Baltic Sea is characterized by rather 
complex melt–freeze cycles and more snow-ice 
formation than any other sea, which leads to the 
necessity of including the superimposed-ice and 
snow-ice layers to compute the total ice/snow 
mass balance. The stratification beneath the ice 
tends to be stable in the Baltic Sea and the oce-
anic heat flux remains generally small. The flux 
can thus be assumed constant allowing to com-
pute only one sea-ice layer.

In our case, the aim of this model is the cou-
pling with a biogeochemical flux model (BFM, 
Vichi et al. 2007a, 2007b). Therefore, the chosen 
physical processes have been included having in 
mind the description of the habitat for biogeo-
chemical developments. The results have been 
compared with observations at four different sta-
tions. We further analysed the sensitivity of the 
model to some of the physical parameters, such 
as the albedo and the oceanic heat flux and to 
the new addition of relevant physical processes. 
Finally, we assessed the robustness to changes in 
the physical forcings.

Description of the physical model

Following Semtner 0-layer model (Semtner 
1976, hereafter referred to as S0), the sea-ice 
system consists of one layer of ice and one 
layer of snow on top. The model is developed 
in such a way that, depending on the required 
complexity, more layers of sea ice can be added 
and simulated. Differently from S0, prognostic 
variables include two layers of snow (two den-
sity classes), three layers of ice (superimposed 
ice, snow ice and sea ice), and temperature at 
the surface and in each layer. Sea ice stays iso-
saline with S = 5‰. The numerical step is 1.5 
hours (see Fig. 1 for a schematic drawing of the 
model and Table 1 for the values of the model 
parameters). In all the following equations the 
subscript ‘s’ indicates snow, ‘i’ ice, ‘sn’ snow 
ice, ‘ss’ superimposed ice, ‘mi’ meteoric ice, ‘si’ 
sea ice and ‘w’ seawater. The MATLab code of 
the model is freely available for download at the 
BFM website (http://www.bfm.cmcc.it/).

As in S0, a 1-dimensional heat conduction 
equation governs the vertical heat fluxes, defined 
positive downwards, at the boundaries and 
among different layers. Unlike S0, when sea ice 
is the only layer of the ice sheet, the sea-ice tem-
perature equation also embeds the presence of 
the penetrating solar radiation which depends on 
the albedo a and on the extinction coefficient k:

	 , (1)
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Table 1. the esim1 parameters.

Parameter value Unit source

Density of air ra 1.225 kg m–3

Density of new snow (rw)y 200 kg m–3

Density of snow rs 400 kg m–3

Density of snow ice rsn 880 kg m–3

Density of superimposed ice rss 850 kg m–3

Density of sea ice rsi 900 kg m–3

Density of seawater rw 1026 kg m–3

thermal conductivity of new snow ksy 0.056 W m–1 K–1

thermal conductivity of snow ks 0.180 W m–1 K–1

thermal conductivity of snow ice ksn 0.950 W m–1 K–1

thermal conductivity of superimposed ice kss 0.900 W m–1 K–1

thermal conductivity of sea ice ksi 2.000 W m–1 K–1

extinction coefficient of sea ice ksi 1.5–17.1 m–1 maykut and Untersteiner 1971
heat capacity of sea ice csi 2 093 J kg–1 K–1

heat capacity of snow ice csn 2 093 J kg–1 K–1

heat capacity of superimposed ice css 2 093 J kg–1 K–1

heat capacity of snow cs 2 093 J kg–1 K–1

specific heat of air ca 1 004 J kg–1 K–1

specific heat of seawater cw 4 186 J kg–1 K–1

surface albedo of snow as 0.750  Flato and Brown 1996
surface albedo of snow/superimposed ice asn,ss 0.56–0.7  Perovich 1996
surface albedo of sea ice asi (f of hi, hs)  Flato and Brown 1996
surface albedo of seawater aw 0.06  Perovich 1996

where r is the density, c is the heat capacity, T	
is the temperature, k is the thermal conductivity 
and Fs is the incoming solar radiation.

The different layers are supposed to be in 
thermal equilibrium and the temperatures at the 
interfaces are derived from the continuity of the 

heat fluxes (Fig. 1). The surface temperature is 
obtained by linearly approximating the surface 
fluxes, expanding in a Taylor series and iterating 
according to the Newton-Raphson method for 
20 times with a convergence criterion of 0.01 K. 
Surface, snow, snow-ice, superimposed-ice and 

Fig. 1. General structure 
of the esim1 (heat fluxes, 
temperatures, snow and 
ice layers) during growth 
(left) and melting (right) 
periods.



Boreal env. res. vol. 14 • ESIM1 in the Baltic 71

sea-ice temperatures are computed by solving a 
tridiagonal matrix of the heat conduction equa-
tion in each layer.

The snow compaction, snow-ice and super-
imposed-ice formation are fast processes and the 
thicknesses are assumed to reach an instantane-
ous equilibrium. The model is structured in such 
a way that, when snow compaction, snow-ice 
and superimposed-ice formation are initiated, the 
snow and ice fractions are transformed instanta-
neously at the next time step, thus changing their 
properties, such as density, thermal conductivity, 
heat capacity and albedo (Table 1).

Snow accumulates on top of the surface layer 
whenever the air temperature is below the freez-
ing point of snow (273.15 K) and an ice layer is 
already present. If young fallen snow (hs)y accu-
mulates on an already present snow layer, snow 
compaction initiates by specifying the following 
instantaneous equilibrium:

	 . (2)

The total surface fluxes include shortwave (Fs) and 
longwave radiation (Fl), sensible (Fse) and latent 
(Fla) heat (Fig. 1). At the surface, snow, snow-ice, 
superimposed-ice and sea-ice melt whenever the 
surface temperature is at the melting point and the 
rate of melting is determined by the net heat flux 
balance between the surface fluxes and the con-
ductive fluxes. As in S0, if the surface heat fluxes 
exceed the conductive fluxes, the imbalance in the 
surface energy budget contributes to increase the 
conductive flux of the surface layer and the sur-
face energy balance changes accordingly.

The temperature at the bottom of the ice sheet 
is set constant at the freezing point of seawater at 
the given salinity (272.88 K). The oceanic heat 
flux at the ice–water interface is represented by 
constant values depending on the model location 
(ranging between 0 and 9 W m–2). At the bottom, 
ice growth or melting is regulated by the net heat 
flux balance between the oceanic and conductive 
fluxes.

As originally proposed by Fichefet and 
Morales Maqueda (1999), if the ice draft exceeds 
the ice thickness, i.e.

	 , (3)

then snow-ice formation is initiated. Snow den-
sity and compaction are changed accordingly 
and a new isostatic equilibrium is prescribed. We 
currently assume no addition of seawater mass. 
Snow is compressed to an amount of new snow-
ice equal to the initial depression below the water 
line, as originally in Schmidt et al. (2004):

	 , (4)

	 , (5)

where b is an empirical coefficient of conversion 
between snow ice and sea ice (after Leppäranta 
1983). Snow ice melts according to the same 
energy balance previously described for snow 
and sea ice.

If melted snow re-freezes in contact with an 
ice layer, superimposed-ice formation begins by 
transforming a fraction of snow, depending on 
snow properties, in superimposed ice (Cheng et 
al. 2006):

	 . (6)

In order to properly simulate the onset and 
melting of sea ice, we coupled the Enhanced Sea 
Ice Model (ESIM1) to a simple ocean mixed-
layer 10-m thick. During ice-free periods, the 
slab ocean computes an heat budget equation 
and resolves the mixed-layer temperature of this 
isothermal layer as

	 , (7)

where hw stands for the depth of the layer, Tw for 
its temperature and Ftot for the net heat flux at the 
surface.

Experiment design and methods

Model performance, in terms of seasonal evo-
lutions of snow, snow-ice, superimposed-ice 
and sea-ice thickness and inter-annual varia-
bility of the thermal growth of sea ice, were 
assessed by comparison with regular sea-ice 
observations. The model was implemented in 
the Baltic Sea at four different stations (Fig. 2): 
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Ajos (65°39.8´N, 24°31.4´E), Kummelgrund 
(62°09.3´N, 21°09.5´E), Jussarö (59°53.4´N, 
23°31.1´E) and Kotka (60°27.3´N, 26°57.2´E). 
Ajos is the northernmost station and it is charac-
terized by the most severe winters, more ice for-
mation, snow accumulation, snow-ice formation 
and faster melting with minor superimposed-ice 
growth. Jussarö is the southernmost station and 
it is characterized by less severe winter, less 
sea-ice growth and snow precipitation, though 
consistent superimposed ice grows during the 
melting period. Kummelgrund is latitudinally 
located between Ajos and Jussarö and has inter-
mediate characteristics between the two. Kotka 
is the easternmost station and shows similar 
characteristics to Jussarö, but since it is located 
north of Jussarö the area is affected by higher 
sea-ice growth rate.

The meteorological data were taken from 
ECMWF ERA-15 6h Reanalysis data at 2.5 
degrees resolution (Gibson et al. 1997) consid-
ering air temperature at 2-m height, total cloud 
cover, wind speed at 10-m height, large scale 
precipitation and convective precipitation. Due 
to biases in the ERA-15 database, we used NCEP 
6h Reanalysis (Kalnay et al. 1996) for irradiance 

and specific humidity at the surface and at 2 m 
height. The weekly observations of snow, snow-
ice, superimposed-ice and sea-ice thicknesses 
were provided by the Ice Service at the Finnish 
Institute of Marine Research. The chosen simu-
lation period was 1979–1993.

Assuming the normality in the distribution 
of the residuals of ice thickness, the best fit for 
every station was chosen with respect to the fol-
lowing criteria: mean, variance, linear correla-
tion, centered-root-mean-square error, kurtosis 
and skewness indices.

Model sensitivity was tested by using an 
index S, which considers both the variation of 
the input parameter and the consequent changes 
of the output variables (Saltelli 2005), i.e.:

	 , (8)

where  represents the chosen parameter (for 
instance, albedo) and

	 I+ = (1 + g)  (9)
	 I– = (1 – g) 	 (10)

where g = 0.1, O+ and O– are the outputs of the 
studied model variable (total ice thickness) cor-
responding to I+ and O–, respectively, while sO	
is the standard deviation of total ice thickness 
for the control simulation. When S is close to 0, 
the relative changes in the model output (with 
respect to the observed standard deviation) are 
smaller than changes in the value of the parame-
ter. If, on the other hand, S is closer to 1, changes 
in the model output are larger than variations in 
the parameter, and the model is very sensitive.

We also analysed the sensitivity of the model 
to the new physical processes, such as the inclu-
sion of meteoric ice dynamics. Finally, we tested 
the dependence on the NCEP and ERA-15 Rea-
nalysis data resolution by perturbing 10% their 
value at every time step.

Model results and comparison

ESIM1 was calibrated using albedo and oceanic 

Fig. 2. location of the stations for model comparison 
with observations.
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heat fluxes (see the following section on model 
calibration and sensitivity). The model seems to 
reproduce the dominant physical features well 
(see Figs. 3 and 4): timing of growth/melting 

and thickness of the ice layers are generally in 
good agreement with observations at all stations, 
except for few cases — for example in Ajos, Jus-
sarö and Kotka during the ice season 1985–1986. 

Fig. 4. observations and model simulations at Jussarö (above) and Kotka (below) stations for 1979–1993. the two 
types of snow are grouped together (hs) and plotted in the positive ordinate. snow ice and superimposed ice are 
also grouped together as an intermediate layer (hmi) and plotted in the negative ordinate. the total ice thickness 
(hitot) is shown in the negative ordinate as the sum of the intermediate layer and the sea-ice thickness.

Fig. 3. observations and model simulations at ajos (above) and Kummelgrund (below) stations for 1979–1993. the 
two types of snow are grouped together (hs) and plotted in the positive ordinate. snow ice and superimposed ice 
are also grouped together as an intermediate layer (hmi) and plotted in the negative ordinate. the total ice thickness 
(hitot) is shown in the negative ordinate as the sum of the intermediate layer and the sea-ice thickness.
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Nonetheless, the model generally underestimated 
the maximum thickness of the snow layer, espe-
cially in Ajos — for example during the ice sea-
sons 1980/1981 and 1987/1988. This is probably 
due to the fact that snow compaction is initiated 
when new precipitation falls on old snow. How-
ever, since the total weight of snow on ice is 
conserved, the mismatch between simulations 
and observations do not affect the total ice thick-
ness (Fig. 5).

The statistical analysis (Table 2) of the residu-
als reveals low variance values, ranging between 
0.93 and 1.89 cm. The linear correlation coef-

ficient is high, from 0.7375 in Kotka to 0.9012 
in Kummelgrund. The root-mean-square errors 
remain low, between 9.65 and 11.14 cm. The 
kurtosis index is, instead, always greater than 
3, showing that all of the distributions are more 
outlier-prone than a normal distribution is. Also 
the skewness index reveals that 3 out of 4 of the 
residuals distributions spread out more to the 
left, while only the Ajos residual distributions 
spreads out slightly to the right.

Most of the mismatches between observa-
tions and model runs are generally greater at the 
beginning and/or at the end of the ice season (see	

Fig. 5. observations of ice 
thickness plotted against 
control simulations at 
ajos, Kummelgrund, Jus-
sarö and Kotka (from 
above, clockwise). the ice 
thickness is plotted on the 
x-axis against the model 
control run in the y-axis. 
the red line is the perfect 
fit with observations, while 
the dashed blue and green 
lines represent the 5% 
and 95% confidence inter-
vals of every distributions 
of residuals (difference 
between observed ice 
thickness and modelled 
ice thickness), which are 
assumed to be normal.

Table 2. statistics of ice thickness residuals for the control simulations.

site calibration parameters ice thickness residuals (m) (observation/model results)
  

 albedo Fw (W m–2) mean variance correlation rmse Kurtosis skewness

ajos FB96 6 –0.0010 0.01440 0.8812 0.1114 3.9337 0.2407
Kummelgrund FB96 0 –0.0393 0.0105 0.9012 0.1022 5.4249 –0.2206
Jussarö FB96 7 –0.0002 0.0093 0.8738 0.0965 4.9824 –0.4331
Kotka FB96 9 0.0061 0.0189 0.7375 0.1109 4.3011 –0.6862
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Fig. 5). The largest discrepancy is in Kummelgr-
und, where, despite the fact that the oceanic heat 
flux is set to 0 W m–2, the mean residual value is 
–3.93 cm, indicating a general underestimation 
of the modelled total ice thickness.

Model calibration and sensitivity

In model developments, the choice of the tuning 
parameters to adjust the model results is usually 
guided by considering their uncertainties and 
sensitivities, choosing justifiable values, mini-
mizing the number of parameters, whose values 
must be changed once a time. The model has 
been initially calibrated by testing several albedo 
parameterizations and oceanic heat fluxes and 
analysed by means of the model sensitivity to 
their values.

Sea ice is known to be very sensitive to 
albedo (Shine and Henderson-Sellers 1985), 
which is the ratio of the reflected and absorbed 
radiation. The higher the albedo is, the smaller 
the absorbed heat and larger the reflected radia-
tion are. Surface albedo is dependent on the sur-
face type (snow or ice), surface temperature and 
the age of the surface layer. In order to calibrate 
our model, we tested the discrete parameteriza-
tion of the albedo developed by Perovich et al. 
(1996, hereafter referred to as PE96) for the cen-
tral Arctic and the continue algorithms developed 
by Flato and Brown (1996, hereafter referred to 
as FB96) for the Arctic landfast sea ice and by 
Pirazzini et al. (2006, hereafter referred as to 
PI06) for the Baltic landfast sea ice.

Sea ice also receives a certain amount of heat 
from the ocean underneath, which is a function 
of the sea water temperature and contributes to 
the melting of sea ice from the bottom. In our 
model system, the slab ocean only computes 
the sea water temperature when the surface is 
ice/snow-free. Otherwise the sea water tempera-
ture is fixed at the freezing point of seawater and 
the ocean heat flux constant. When the oceanic 
heat flux is large or highly variable, a proper 
determination of Fw may necessitate of a fully-
coupled sea-ice–ocean model (e.g. Maykut and 
McPhee 1995). However, in marginal seas the 
stratification beneath the ice tends to be stable 
and Fw remains small or not very variable. Thus 
the oceanic heat flux may be considered constant 
(Launiainen and Cheng 1998). The Baltic Sea is 
an extreme example, being permanently strati-
fied throughout the year and the heat contribu-
tion from below very limited.

First, we ran ESIM1 using the three different 
parameterizations of the albedo (PE96, FB96 and 
PI06) and 4 different oceanic heat-flux values (0, 
3, 6, 9 W m–2). As a result, we produced 12 simu-
lations for every station. Total ice thickness was 
chosen as a target variable for the model calibra-
tion and we analysed the residuals, that is the 
difference between the observed ice thickness 
and the model ice thickness. We computed the 
mean, variance, kurtosis and skewness indices 
of the residuals for every simulation. Finally, we 
chose to use the albedo parameterization and the 
oceanic heat-flux value that produced the best 
statistical results and the best fit of the residuals 
(Table 2).

Table 3. ice thickness residuals for model calibration to albedo.

Parameterization site Fw (W m–2) mean (m) variance (m) Kurtosis index skewness index

Pe96 ajos 6 0.0046 0.0163 4.3264 0.5273
 Kummelgrund 0 –0.0238 0.0159 8.4157 1.3988
 Jussarö 7 0.0396 0.0091 4.9674 0.6154
 Kotka 9 0.0245 0.0241 4.9458 –0.7115
FB96 ajos 6 –0.0010 0.0144 3.9337 0.2407
 Kummelgrund 0 –0.0393 0.0105 5.4249 –0.2206
 Jussarö 7 –0.0002 0.0093 4.9824 –0.4331
 Kotka 9 0.0061 0.0189 4.3011 –0.6862
Pi06 ajos 6 0.0037 0.0152 4.2283 0.4555
 Kummelgrund 0 –0.0315 0.0126 6.7599 0.5772
 Jussarö 7 0.0195 0.0081 5.0251 0.4473
 Kotka 9 0.0227 0.0194 4.4513 –0.6770
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At every station, the albedo parameteriza-
tion of FB96 showed to produce the best results 
(Table 3), followed by PI06 and PE96, whose 
parameterizations, instead, tended to slightly 
overestimate the total ice thickness. Looking for-
ward to more general applications and couplings 
of ESIM in the future and also to the fact that the 
FB96 parameterization reduced the numbers of 
albedo parameters from 7 to 5 as compared with 
the one of PE96, we agreed the FB96 parameter-
ization as the best one for landfast sea ice. About 
the oceanic heat-flux, we chose those values 
to get the best-fit simulations, ranging from 0 
W m–2 at Kummelgrund to 6 W m–2 at Ajos, to 7 
W m–2 at Jussarö and at 9 W m–2 in Kotka (Tables 
2 and 3).

In order to understand the sensitivity of 
ESIM1 to the choice of the albedo parameteri-
zation of FB96 and to the value of the oceanic 
fluxes we assumed, we performed a sensitivity 
analysis by using the S index (Eq. 8) for one of 
the test-case station (Ajos).

The assumed value of the oceanic heat-flux 
(Fw) at Ajos is 6 W m–2. We thus ran the model 
also with Fw = 5.4 W m–2 (–10%) and Fw = 6.6 
W m–2 (+10%). The S index was 0.5460, which 
is a high value.

The FB96 albedo parameterization assumes 
two different snow albedos in freezing (“winter”) 
and non-freezing (“summer”) conditions, while 
the sea-ice albedo depends on the snow and sea-
ice thickness. Since the FB96 algorithm does not 
include any parameterization of the snow-ice and 
superimposed-ice albedos, we used those formu-
lated by Perovich (1996) for compacted snow 
and melting white ice. At each of those albedos 
we added and subtracted 10% of their values for 
totally 12 simulations at Ajos (for S	 see Table 

4). Even the highest sensitivity of the model to 
the snow “winter” albedo is very small (0.0994), 
showing that ESIM1 is very robust to small vari-
ations of albedo (±10%) in our simulations.

Sensitivity to physical processes

ESIM1 is a very comprehensive sea-ice ther-
modynamic model, in terms of the number of 
physical processes included. We analysed the 
sensitivity of ESIM1 to coupling with a simple 
ocean mixed-layer and to the superimposed-ice 
and snow-ice formations.

We changed ESIM1 similarly to a simple 
Semtner 0-layer sea-ice model (hereafter referred 
to as SIMPLE1), that is with only one layer 
of sea ice and one layer of snow on top of it, 
without considering any snow metamorphism. 
SIMPLE1 overestimated the snow thickness by 
about 27 cm and, consequently, the ice thickness 
was underestimated by about 17 cm (Fig. 6a).

In SIMPLE2 (Fig. 6b), we added to 
SIMPLE1 a simple ocean mixed-layer 10-m-
thick underneath sea-ice. Comparing SIMPLE2 
with SIMPLE1 we obtained a slightly better esti-
mation of snow thickness (23.60 cm overestima-
tion) and ice thickness (16.28 cm underestima-
tion). The inclusion of a slab ocean underneath 
the sea ice produced a better agreement with the 
date of freezing/melting. Thus we kept the cou-
pled configuration with the slab ocean in all the 
other simulations.

SIMPLE3 also included the superimposed-
ice formation process (Eqs. 4 and 5). The snow 
overestimation slightly decreased to 23.10 cm, 
while the ice underestimation decreased to 14.51 
cm. Therefore, superimposed ice shows to give a 
rather small contribution, in terms of thickness, 
to the total ice mass balance (Fig. 6c).

In the last case, SIMPLE4, snow-ice forma-
tion (Eq. 6) was added to SIMPLE2 and we 
plotted simulation results of ESIM1 together 
with SIMPLE4 (Fig. 6d). The role and the con-
tribution of the snow ice to the total ice mass is 
very evident. The discrepancy between ESIM1 
and SIMPLE4 snow thickness is reduced to 0.42 
cm, while the difference between ESIM1 and 
SIMPLE4 ice thickness is now 0.22 cm.

Table 4. model sensitivity to albedo (ajos).

albedo S

Winter snow 0.0994
Winter meteoric ice 0.0193
Winter sea ice 0.0024
summer snow 0.0788
summer meteoric ice 0.0529
summer sea ice 0.0500



Boreal env. res. vol. 14 • ESIM1 in the Baltic 77

Scenario analyses for atmospheric 
forcing

The model was forced by the ECMWF ERA-15 
and NCEP 6h Reanalysis data at 2.5 degrees 
resolution. The choice of such a coarse resolu-
tion database was driven by the plans of using 
this model also in coupled configurations within 
ESMs.

In order to assess the robustness of the model 
to the forcing data we used, we performed a sce-
nario analysis for one of the test-case site (Ajos). 
We added/removed 10% of the value of each 
forcing at every time step, one-by-one for all 
the 7 meteorological data. Totally, we produced 
14 “perturbed” simulations to be compared with 
the control simulation and with the observations 
of total ice thickness. We analysed the model 
results by means of a Taylor Diagram: a way of 

graphically summarizing how closely a pattern 
(or set of pattern) matches observations (Taylor 
2001). The similarity between patterns is quanti-
fied in terms of their correlation, their centered-
root-mean-square difference and the amplitude 
of their variations (represented by standard devi-
ations).

All of the simulations have a relative high 
correlation with observations (0.87–0.89) and 
their root-mean-square errors remain constant 
between 0.11 and 0.12 m. The only slight differ-
ence among simulations is their standard devia-
tion, which ranges from 0.22 to 0.25 m, but it 
always remains smaller then the standard devia-
tion of the observations (slightly higher than 0.25 
m) (Fig. 7). Consequently, there is no significant 
difference among the control and the perturbed 
simulations.

Fig. 6. comparisons among esim1 and simPle. (a) esim1 vs. simPle1 (no slab ocean, no meteoric ice). (b) 
esim1 vs. simPle2 (with slab ocean). (c)  esim1 vs. simPle3 (with slab ocean and superimposed ice). (d)  
esim1 vs. simPle4 (with slab ocean and snow ice).
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Discussion and conclusions

In order to properly simulate an ice season, it 
is necessary to include in any sea-ice model the 
important physical processes responsible of the 
sea-ice/snow accumulation, growth, metamor-
phism and decay.

In other regions of the globe, ice thick-
ness may be greater (Arctic and Antarctic multi-
year ice), the amount of precipitation smaller 
(especially in the Arctic) and consequently the 
snow-ice formation may play a minor role. In 
the Baltic Sea (i.e. Granskog et al. 2004) — but 
also in large areas of the Antarctic (i.e. Ross Sea, 
Kawamura et al. 2004) — snow-ice plays a very 
important physical and biological roles and gives 
a relevant contribution — up to 50% (Kawamura 
et al. 2001) — to the total ice mass balance 
(SIMPLE4). Besides, the Baltic Sea is char-
acterized by rather more complex melt–freeze 
cycles, mainly due to its mild and wet climate, 
which leads to the inclusion of superimposed 

ice (SIMPLE3), which is usually neglected in 
sea-ice models. Moreover, the superimposed-ice 
growth is peculiar of the Baltic Sea (Granskog 
et al. 2003) and the lowest Arctic (e.g. Svalbard 
area, Nicolaus et al. 2003).

The sensitivity test of the physical processes 
shows that the ESIM1 does a good job whenever 
the snow layer is well simulated and it is not 
necessary to add more sea-ice layers to better 
reproduce the total ice thickness. The model is, 
instead, very sensitive to the meteoric ice dynam-
ics and snow is the key variable in sea-ice mod-
elling because of its different metamorphoses, 
high albedo and strong insulating effect. We sug-
gest that more attention should be paid to snow 
accumulation, compaction and metamorphoses 
to further improve our results. Even though the 
meteoric-ice formation is especially relevant for 
the Baltic sea-ice and for Antarctic first-year ice, 
in a climate change scenario of thinning of the 
ice and increasing of precipitation, (i.e. Alexan-
der et al. 2004), snow ice and superimposed ice 

Fig. 7. taylor diagram 
presenting standard devi-
ations, root mean square 
errors and correlations for 
the ice thickness observa-
tions (black dot), control 
simulation (blue star) and 
14 perturbed simulations 
(cl: total cloud cover, Fsd: 
irradiance, Prate: precipi-
tation rate, qa: specific 
humidity at 2 m height, 
qs: specific humidity at 
the surface, ta: air tem-
perature at 2 m height, 
Ua: wind speed at 10 m 
height) at ajos.
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may become more common and important in the 
Arctic and the Antarctic as well.

The calibration and the related sensitivity test 
to some model parameters stresses the relevant 
role of the oceanic heat flux in sea-ice model-
ling. The oceanic heat flux, especially when it is 
assumed to be constant, is a continuous source 
of heat from the ocean to sea ice and has a rel-
evant role in the heat budget at the bottom of 
the ice sheet. Consequently, it has a strong effect 
on the resulting total ice thickness and this has 
to be taken into account when a sea-ice model 
is running in coupled configurations and when 
is the ocean to compute the seawater tempera-
ture. However, the model does not seem to be 
very sensitive to small variations of the surface 
albedo. Even the highest sensitivity value for 
winter snow albedo is rather small, showing that 
ESIM1 is very robust to small changes in this 
important parameter for our test-case sites. Fur-
ther applications will show if ESIM1 is robust 
enough for the entire coastal Baltic Sea and for 
other coastal ice-covered oceans.

Coupled models and particularly ESMs gen-
erally have resolutions comparable or slightly 
finer than those of the reanalysis data used here. 
From the scenarios analysis, we found that the 
perturbed model simulations do not significantly 
differ from the control run and we can then con-
clude that such coarse resolution of the forcing 
data can be acceptable for long-term simulations 
of sea-ice thermodynamics.

In this paper, we presented ESIM1, an 
enhanced and comprehensive — in terms of the 
number of physical processes included — sea-ice 
thermodynamic model, developed and applied to 
the landfast sea ice. ESIM1 reasonably repro-
duces the inter-annual variability of the sea-ice 
season in the ice-covered Baltic Sea. Some of 
the main physical features of the sea-ice and 
snow evolution are rather well reproduced. Par-
ticularly, the thickness of the ice layers and the 
timing of growing/melting are generally in good 
agreement with observations. This new structure, 
which stresses the importance of the snow/ice 
metamorphism rather than the number of sea-ice 
layers, makes Semtner-like models more com-
prehensive and, at the same time, reduces the 
computational requirements, making the model 

more suitable for coupled configurations with 
other physical models.

Model results are sufficiently robust for an 
appropriate simulation of the ice characteristics 
functional to the Baltic Sea biota, where sea-ice 
salinity plays a minor role, being close to 0‰, 
and usually characterized by constant in time 
vertical profile. Further improvements, which 
will make the model more suitable for applica-
tion in other polar and subpolar regions, con-
cern the inclusion of a halodynamic component 
in ESIM1. ESIM2 will then be coupled to an 
improved version of the Biogeochemical Flux 
Model (BFM, Vichi et al. 2007a, 2007b).
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