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The BALTEX regional reanalysis project uses meteorological data assimilation for quantifying the climatic energy and water cycles over the catchment basin of the Baltic Sea during the course of one annual cycle, Sep. 1999–Oct. 2000. This report presents the data assimilation system used, the available products, and a sample of preliminary results. The latter demonstrate that the system is capable of simulating the essential features of the energy and water cycles of the Baltic drainage basin. We find this encouraging, because the model has not been tuned to reproduce these cycles, but mainly to predict the atmospheric state.

Introduction

Numerical simulation of the atmosphere has a long history in weather prediction and climate research (Wiin-Nielsen 1991). Models are probably as important as measurements, when it comes to forming our present understanding of the processes which drive the general circulation of the atmosphere and oceans, and ultimately control the climate (Browning and Gurney 1999). The atmospheric models (AMs) used are based on the equations of fluid mechanics discretized in time and space (e.g. Haltiner and Williams 1980). The equations express the conservation of dry mass, energy, momentum, and water in all its phases for a parcel of air. Many processes and phenomena directly related to the energy and water cycles are not described by the conservation equations, or occur on too small scales to be resolved by the discretized equations. Undescribed processes include radiative transfer, cloud micro physics, and atmosphere-surface interactions. Convection and turbulence are examples of important unresolved processes. All these processes and phenomena are treated as source functions in the discretized equations and expressed approximately in terms of the resolved variables. The procedure is referred to as parameterization, and constitutes a major part of the effort of developing an atmospheric model. Unfortunately direct observations of the relevant processes are scarce. Therefore formulations are often judged by how well the model is able to predict observable state variables. The drawback of this method is the difficulty in relating errors in the state variables to a particular process. Sometimes errors in one process may even be masked by compensating errors in another process.

Despite their impressive veracity and accuracy, AMs are theoretical constructs, and as such they must constantly be tested against observa-
tions. Because of internal variability, long-term climate simulations can only be tested against long-term climate data. Weather forecasts, on the other hand, can be verified individually, and thus constitute a very stringent test on the model used. The possibility of direct intercomparison with available observations make simulation systems operated in forecast mode an attractive data source for climate studies.

The initial conditions for numerical weather prediction are prepared by data assimilation. This is a successive analysis of observations with the help of a dynamical model, which fills data gaps by advancing information from previous observations in time. Data assimilation is used also to create archives of the physical state history of the climate system, based on historical observations. Typically such archives include processes and phenomena related to the climatic energy and water cycles, such as precipitation, evaporation, runoff, clouds and other moisture fields, surface heat fluxes by turbulence, as well as radiation at the surface and the outer boundary of the atmosphere. In addition, the apparent net atmospheric sources and sinks of energy and water may be computed as residuals in the relevant budget equations, using the analyses to evaluate all other terms (Yanai et al. 1973). It must be borne in mind, however, that whichever method is applied, the products of an assimilation system are always susceptible to both systematic and random errors of the models, and should be used with care (e.g. Fortelius 1995). The analyses will to some extent be model-dependent and products should be intercompared across models whenever possible. Improvements to the resolution or formulation of models should lead to better analyses and so periodic re-analyses can be useful.

Historical data analysis employing global assimilation systems and spanning many decades has been undertaken by several research centres, such as the National Centers for Environmental Prediction (NCEP) and The National Center for Atmospheric Research, (NCAR) in the United States (Kalnay et al. 1996) and by the European Centre for Medium-Range Weather Forecasts (ECMWF, Gibson et al. 1999, Simmons and Gibson 2000).

These global data sets have too coarse spatial resolution for resolving topographic features on scales of tens of kilometers, such as many river catchments, large lakes or even the bays of the Baltic Sea. As a complement to the global systems, regional high resolution data assimilation for climate studies is therefore under way at NCEP for North America, and within the European HIRLAM-community for the BALTEX-area (Raschke et al. 2001). These projects use data assimilation systems based on Limited Area Models (LAMs). A LAM is an atmospheric model applied to only a part of the globe. Unlike a global model, a LAM requires externally specified boundary conditions at the lateral boundaries of its domain. These typically consist of predicted or analyzed data from a global system or from another LAM. LAMs are used extensively in short range weather prediction and for dynamical down-scaling of global climate simulations.

The present paper describes the on-going BALTEX regional reanalysis project.

Project organization and the assimilation system

The BALTEX regional reanalysis project is a joint undertaking of the Finnish (FMI) and Swedish (SMHI) national meteorological services, organized as an ECMWF special project. Its objective is to carry out high resolution data assimilation around the Baltic drainage basin (Fig. 1) over one year (Sep. 1999-Oct. 2000) during the BALTEX main experiment BRIDGE (Bengtsson 1998), and thereby to promote the use of assimilation products in regional climate system research. A specific objective is to produce gridded fields of all components needed to close the energy and water cycles, with a spatial resolution of approximately 22 km and a temporal resolution of six hours. The assessment of these products using available independent measurements constitutes a significant part of the project. Details about the project status and data archive are given on the project home page, which is linked to the BALTEX web site http://w3.gkss.de/baltex/.

The assimilation system used is a specially designed version of the HIRLAM numerical weather prediction system maintained by the
international HIRLAM project, consisting of
the national meteorological services of Den-
mark, Finland, France, Iceland, Ireland, The
Netherlands, Norway, Spain, and Sweden. In
the BALTEX configuration, the atmospheric
forecast model is a hydrostatic, two time level,
semi-Lagrangian, semi-implicit limited area grid
point model (Källen 1996). Prognostic variables
are surface pressure, horizontal wind, tempera-
ture, specific humidity, specific cloud condensate
and the kinetic energy of small scale turbulence
(TKE). The model is run with a horizontal reso-
lation of approximately 22 km, and has 31 levels
in the vertical.

Parameterized processes include radiation
(Savijärvi 1990), grid scale condensation and
precipitation (Rasch and Kristjansson 1998),
deep and shallow convection (Kain and Fritsch
1998) and vertical mixing by small scale turbu-
ulence according to Cuxart et al. (2000). The con-
vection and turbulence are intimately connected
through the TKE, that is used for triggering
shallow convection and for defining the mixing
length of the turbulent diffusion. The surface
fluxes of momentum, sensible heat and latent
heat are treated in the framework of a Monin-
Obukhov surface layer with stability-dependent

At the surface each grid box contains a certain
fraction of land, sea or ice. Fluxes are computed
individually for each surface type, and averaged
over the grid box. As described in Bringfelt et
al. (2001), the energy and water budgets of the
soil and vegetation are treated as in the second
version Rossby Centre climate model: The land
parts of a grid box are divided in forest and open
land. The evapotranspiration includes transpira-
tion from the vegetation, evaporation of water
intercepted on the canopy, and evaporation from
bare soil. Parameterization of soil moisture and
runoff is based on soil moisture variability func-
tions traditional in hydrological models.
The analysis of atmospheric variables is based on a variational formulation (3DVAR). It minimizes a cost function measuring the distance between the model state and a background field and the model state and the observations, respectively (Gustafsson et al. 2001, Lindskog et al. 2001). The analyzed atmospheric state is filtered with respect to gravity waves using a diabatic digital filter to get a balanced initial field for the prognostic model.

The observations used are extracted from the archives of the ECMWF. They consist of surface data from reporting weather stations, ships and drifting buoys, and upper air data from radio soundings and reporting aircraft. During BRIDGE SMHI and FMI have increased the number of globally-disseminated surface observations (SYNOP-reports).

The analysis of surface variables includes assimilation of snow and sea surface temperature (SST) observations. The SST and ice evolution in the Baltic Sea is described with a coupled ice-ocean model (Gustafsson et al. 1998). The model SST is adjusted through a nudging process with observations from the marine service of SMHI twice a week. The numerous inland lakes in Scandinavia are described with slab and one-dimensional lake model (Ljungemyr et al. 1996). The lake model as well as the Baltic Sea model are forced with atmospheric data from the forecast model, and are coupled back through the updated temperature and ice fields.

The assimilation cycle is 6 h and at every cycle a 30 h forecast is run. At the lateral boundaries the atmospheric model is forced by operational analyses from the archives of ECMWF, updated every three hours.

**Data archive**

The BALTEX BRIDGE data assimilation archive describes the physical evolution of the climate system as analyzed and predicted by HIRLAM. Snapshots of atmospheric motion, temperature, specific humidity, specific cloud condensate, turbulent kinetic energy, diagnostic cloud cover, and surface pressure are available every six hours on the grid of the forecast model. The sea surface is described by the sea surface temperature, ice cover, and roughness, while the snow pack, soil temperature and soil water content are available over land. In addition physiographical data on orography, distribution of land and sea etc. are available, as are diagnostic variables like temperature and moisture at screen level, wind at 10 m above ground, and cloud cover.

The snapshots are augmented with the cumulative effects of parameterized physical processes. These include two-dimensional fields of radiative fluxes at the top of the atmosphere and at the surface, surface fluxes of sensible heat, latent heat, and momentum, as well as precipitation, evaporation, and local runoff. In addition, three-dimensional distributions of the flux of precipitating water, the local cumulative tendencies of temperature, humidity, and cloud condensate due to turbulence alone and to all parameterized processes together, and the temperature tendency by radiation, are stored on a sub set of the model grid, covering the catchment basin of the Baltic Sea. Other processes of interest, such as the net condensation of water vapour or the convective fluxes of sensible and latent heat can be studied by forming linear combinations of the stored fields. Like the snapshots, the cumulative fields have a temporal resolution of six hours, but a selection of two-dimensional fields is available every hour.

**Preliminary results**

The data assimilation for the BRIDGE year is still not completed at the time of writing, and analysis of the results is just beginning. Therefore here, we present only few preliminary results, intended to demonstrate some of the potentialities and limitations of our products.

Figure 2 shows the atmospheric water balance of the Baltic drainage basin during the autumn of 1999. Results are shown separately for the total basin and for areas of land and sea, respectively. The budgets, like all model results presented here, are based on hours six to twelve from each forecast cycle in order to avoid possible spin-up effects in the beginning of the integration.

For the land areas as well as for the basin as a whole, precipitation $P$ exceeds evapotranspiration $E$ all the time. The deficit is nearly compensated
by convergence of the atmospheric transport, $C$, and the total amount of water remains nearly constant. Towards the end of the year $E$ decreases, and $P$ is nearly balanced by $C$. Over the Baltic Sea, by contrast, $P$ is nearly balanced by $E$, and $C$ is smaller in magnitude. $E$ peaks in October, and remains high until the end of the year. The Baltic Sea remains a net source of atmospheric water until late November, but during the heavy rains in December 1999 atmospheric convergence is a significant term in the budget.

One advantage of running in data assimilation mode, relative to operating a forecast system in climate mode, without observations, is that the predicted evolution can be directly compared with the observed one. In our study we use successive analyses to estimate the true evolution. Because the model influences the analyses, agreement between the two sets does not necessarily imply that the model is correct. However, systematic differences between analyses and predictions are likely caused by errors in the latter. Comparing the predicted average rate of change of the atmospheric water content, $dQ$, to the real one, $dQ^*$, (as estimated from successive analyses) shows the assimilation system to be slightly out of balance ($dQ > dQ^*$). The imbalance seems to increase towards the end of the year. We will return to this point later, while discussing Fig. 4.

Figure 3 shows components of the heat balance at the surface. Results are again shown separately for the total basin and for areas of land and sea, respectively. Over land, the summer-like conditions prevailing in September are characterized by strong heating due to short wave radiation, $SW$, almost balanced by cooling due to long wave radiation, $LW$, latent heat flux $L$, and sensible heat flux $S$ (in that order of importance). As the autumn progresses, $SW$ and $L$ decrease, and $S$ changes sign to become a heating agent. As a result, by the end of the year winter-like conditions obtain, with $LW$ balanced mainly by downward sensible heat flux. The heat flux into the soil, $G$, is equal to the sum $SW + LW + L + S$. It is relatively small, but negative nearly all the time, indicating a realistic cooling of the soil.

The sea-surface fluxes in Fig. 3 clearly show the importance of the Baltic Sea in moderating the seasonal cycle. As the autumn progresses, the release of heat stored in the sea (and lakes)
Fig. 3. Components of the mean surface heat balance over the catchment basin of the Baltic Sea; heating rates by shortwave radiation (SW), long wave radiation (LW), latent heat flux (L), and sensible heat flux (S). The net heat flux into the surface is denoted by (G). The graphs show 30-day averages in units of W m$^{-2}$.

Fig. 4. Surface fluxes of sensible and latent heat at Hyytiälä, indicated by the cross in Fig. 1. The graphs show 5-day averages in units of W m$^{-2}$.

Fig. 5. Areal precipitation over the rectangular area shown in Fig. 1. The graphs show consecutive 12 hourly totals in mm. Solid lines refer to the present reanalysis. Dots indicate radar retrievals adjusted by rain gauges, provided by the Baltex Radar Data Centre.
during summer ($G$) replaces SW as a heat source, and allows LW and $L$ to remain nearly constant, while $S$ even increases in magnitude, following the trend in the temperature contrast between air and sea.

In Fig. 4, model-generated surface fluxes of sensible and latent heat are compared to direct measurements at a SMEAR2 field station in Hyytiälä in southern Finland. The station, indicated by a cross in Fig. 1, belongs to the European-wide CARBOEUROFLUX network, and is described in Vesala et al. (1998). The fluxes are obtained from eddy covariance measurements above of a pine forest at a height of 23 m above ground. The model-fluxes represent a grid box with a mixture of 78% forest 14% open land and 8% lake. Bearing in mind these differences, a reasonable match is seen for the sensible heat flux. However, the latent heat flux is unrealistically strong in the model. Indeed, similar evaporation from winter-time land surfaces seems to be a general problem in the present model configuration, and probably contributes to the previously noted imbalance in the atmospheric water budget.

The verification of numerical precipitation forecasts in general is made difficult by the huge variability of precipitation in time and space. In general a large number of in situ measurements is needed to estimate the average precipitation over a model grid box. A network of radars provides virtually continuous observations, but obtaining accurate estimates of the precipitation at the surface using radars alone is very problematic. The BALTEX Radar Data Centre combines corrected rain gauge data with radar measurements over the catchment basin of the Baltic Sea. We use these data for verification of the predicted precipitation. Products and methodologies of the BALTEX Radar Data Centre (BALTRAD) are described in Michelson et al. (2000). The data used here consists of gridded consecutive 12-hourly precipitation sums with a horizontal resolution of 2 km. For the purpose of this study, the BALTRAD data are transformed by box-averaging to the HIRLAM-grid having a grid length of 22 km.

The entire radar network is shown in Fig. 1. The present study is restricted to the quadrilateral area covering southern Finland and surrounding seas, where the radar network is homogeneous, and the terrain rather flat. Fig. 5 shows the semi diurnal precipitation over this area. The correspondence between the two totally independent estimates is quite remarkable. Over these three months, the relative difference in accumulated precipitation is only about 10%, which is within the uncertainty of the BALTRAD retrieval.

Figure 6 shows frequency-histograms of semi
diurnal precipitation during the three months for all (22 by 22 km) grid-boxes within the control area. HIRLAM is definitely able to reproduce the main features of the observed distribution. However, the model tends to underestimate the frequency of cases with no or very little precipitation. The number of weak and moderate cases is correspondingly overestimated.

**Summary**

We have presented the data assimilation system and a few results of the BALTEX regional reanalysis project. The assimilation system is essentially a modern limited area numerical weather prediction system, and could be used as such. Our results demonstrate that the system is capable of simulating the essential features of the energy and water cycles of the Baltic drainage basin. We find this encouraging, because the model has not been tuned to reproduce these cycles, but mainly to predict the atmospheric state. We therefore believe, that many of the physical processes involved in the climatic cycles of water and energy must be essentially correctly simulated by our system. We hope that this report may encourage others to make use of our data in their work, and to share their experiences with us.

**Acknowledgements:** We wish to express our thanks to Colin Jones and Björn Bringfelt for their invaluable advice and help in adopting modules from the regional climate model of the Rossby Centre, to Timo Vesala at the University of Helsinki (Department of Physical Sciences, Division of Atmospheric Sciences) for the flux measurements at Hyytiälä, and finally, to all our colleagues in the HIRLAM project for their help and encouragement. The BALTEX regional reanalysis is organized as a special project of the European Centre for Medium-Range Weather Forecasts and relies on the computing facilities and archives of that centre.

**References**


Received 23 January 2002, accepted 8 May 2002