A new coupled photochemistry/aerosol model has been developed for studies of multicomponent aerosol dynamics. The photochemistry module, based on the reaction mechanisms of OSLO-CTM2 global model, has been extended with a simple oxidation scheme of volatile organic gases to produce condensable products. The aerosol module is a further development of UHMA (University of Helsinki Multicomponent Aerosol model) which incorporates all major aerosol dynamic processes with a special focus on new particle formation and growth. The new model explicitly incorporates production and loss terms from photochemistry into the calculation of condensation fluxes and nucleation rates, making the two models completely interactive. In this paper, we apply the new model to investigate the role of photochemistry and biogenic emissions in new aerosol formation and growth. Although using a simplified photochemistry scheme, the model allows for analysis of the evolution of chemical composition of an air mass simultaneously with the aerosol size distribution. The simulation results suggest a classification of air masses which goes beyond describing the air as “clean” or “polluted”.

Introduction

Aerosol particles suspended in the Earth’s atmosphere have significant effects on atmospheric chemistry, climate and human health. The particles alter the radiative balance of the Earth directly by absorbing and scattering incoming solar and outgoing thermal radiation (e.g. Charlson et al. 1991). Indirectly, particles affect the balance through clouds by modifying several cloud properties including albedo and lifetime (Twomey 1977, Albrecht 1989, Lohmann and Feichter 2005). The magnitude of especially the indirect effect remains, however, very uncertain (Intergovernmental Panel on Climate Change 2001). On the other hand, epidemiological studies have revealed a clear connection between elevated particulate load and hazardous public health effects, such as mortality, respiratory and cardiovascular hospital admissions, and the use

It has now become evident that environmental effects of the atmospheric aerosol cannot be understood without understanding the processes that shape their number concentration, composition and size distribution (e.g. Ghan et al. 1998, Obot et al. 2002). Moreover, several of the most important aerosol dynamic processes, such as nucleation, condensation and cloud processing, involve interaction of the particles with gas-phase species. It is therefore vital that the evolution of aerosol particle populations is investigated concurrently with the chemistry of the gas-phase.

While experimental approaches provide invaluable data concerning the properties of ambient aerosol particles and gas-phase species, measurements are typically limited in spatial and temporal scales. Numerical model simulations, on the other hand, can extend from local to global scales and from fractions of a second to decades. They offer therefore a helpful tool to complement the ground and satellite based measurements. Furthermore, models provide access to information on aerosol dynamics and the interaction of the particles with the surrounding atmosphere that cannot be obtained with measurements alone.

Several models that simulate gas and particle phase processes simultaneously have been developed for regional and global scales (e.g. Lurmann et al. 1997, Bessagnet et al. 2004, Easter et al. 2004, Rodriguez and Dabdub 2004). While these kinds of large scale models offer a relatively realistic description of the aerosol mass (e.g. Takemura et al. 2000), they cannot include the complex processes needed for simulating aerosol number concentration and size realistically. On the other hand, zero-dimensional box models, which do not describe transport in space, can use all their computation time to describe the processes affecting the aerosol size and composition distribution in detail. Such models can thus provide insight into the microphysics and chemistry that govern the atmospheric effects of aerosols.

Earlier model studies of particle nucleation and growth have often focused on nucleation of sulfuric acid, or sulfuric acid and ammonia followed by further growth by condensation of sulfuric acid (Raes 1995, Pirjola et al. 1998, Katoshevski et al. 1999, Capaldo et al. 2000, Adams and Seinfeld 2002, 2003, Gaydos et al. 2005). Recent studies have shown that at remote sites the condensation of sulfuric acid can typically explain only about 10% of the observed growth rates (Birmili et al. 2003, Boy et al. 2005). On the other hand, modeling studies have suggested that at these sites low volatile organic vapours may contribute to the early stages of nanoparticle growth (Anttila and Kerminen 2003, Kulmala et al. 2004a). Furthermore, indirect composition measurements indicate that at forested sites most of the nucleation mode aerosol can actually be organic matter resulting from oxidation of biogenic vapors (O’Dowd et al. 2002).

In this study, we present a new combined box model of photochemistry and aerosol dynamics. The chemistry scheme is based on previously developed mechanism of OSLO-CTM2 (Berntsen and Isaksen 1997) and is extended in this study with a simplified organic scheme that mimics the essential condensation interaction of organic vapours with atmospheric particles. The size and chemistry resolved aerosol scheme bases on UHMA (University of Helsinki Multicomponent Aerosol model) (Korhonen et al. 2004) which is further developed in this study to a more flexible tool for different kinds of atmospheric studies. These two submodels are fully interactive and take explicitly into account the effect that various production and loss mechanisms of vapours have on condensation/evaporation as well as on nucleation.

We start by describing the photochemistry and aerosol modules of the new model. After that the new model is applied to study the effect of photochemistry on new particle formation and growth by gaseous compounds, which remains one of the least understood processes that alter the atmospheric aerosol distributions. Although particle formation is frequently observed in most parts of the world (Kulmala et al. 2004b), serious uncertainties surround the nucleation and growth mechanisms, not to mention the relative contribution of new particle formation to CCN concentrations and health effects of air pollution. The focus in our calculations is on the role of biogenic gas emissions, gaseous pollution and
competition between new particle growth and scavenging to pre-existing particles.

Photochemistry

The photochemistry scheme in the new model is based on the chemical mechanism of OSLO-CTM2 global chemical transport model (Bertelsen and Isaksen 1997) which solves for the production and loss rates, and concentrations of the VOC/NO/\text{OH}_x system. The original scheme has been extended to include the sulfur cycle in the work of Berglen et al. (2004). The full chemistry mechanism has previously been applied to predict e.g. O_3/OH and other trace gases both in polluted and clean air masses (Sundet et al. 1997, Kraabøl et al. 2002, Endresen et al. 2003, Isaksen et al. 2005). In this study, the scheme has been extended to include a simplified organic mechanism in order to account for the atmospheric low volatile and semivolatile organic matter that condenses onto aerosol particles in the troposphere.

The following subsections describe the theoretical considerations and more detailed treatment of the chemistry scheme used in this study. In general, the modeled photolysis rates are calculated according to Wild et al. (2000) and depend on latitude and time of year. An assumed, climatological ozone column modifies the amount of arriving sunlight. The differential equations of the chemistry scheme are solved using the QSSA solver (Hesstvedt et al. 1978).

Oxidant chemistry

In the model, O_3 is produced through oxidation of methane and other hydrocarbons. If NO_3 is present in the oxidation chain, O_3 is produced by HO_2/RO_2 radicals through

\[
\begin{align*}
\text{NO} + \text{RO}_2 &\rightarrow \text{NO}_2 + \text{RO} \\
\text{NO}_2 + \text{hv} &\rightarrow \text{NO} + \text{O} \\
\text{O}_3 + \text{O} &\rightarrow \text{O}_3
\end{align*}
\]

The same processes are important in regulating concentrations of the OH radical which responds within seconds to chemical or physical (e.g. amount of sunlight) changes in the air mass.

If NO_3 is present, OH is constantly re-generated through

\[
\text{HO}_2 + \text{NO} \rightarrow \text{NO}_2 + \text{OH}.
\]

However, in the absence of NO_3, OH is lost from the system through self-reactions between HO_2 molecules:

\[
\text{HO}_2 + \text{HO}_2 \rightarrow \text{H}_2\text{O}_2 + \text{O}_2.
\]

One of the most important gas-phase compounds affecting the aerosol particle dynamics is H_2SO_4 whose concentration is regulated by OH and SO_2. The main sink for H_2SO_4 is condensation onto existing aerosol surfaces. Assuming steady state for H_2SO_4 gives

\[
\frac{k[\text{SO}_2][\text{OH}]}{\text{CS}[\text{H}_2\text{SO}_4]} = \frac{k[\text{SO}_2][\text{OH}]}{\text{CS}[\text{H}_2\text{SO}_4]} = \frac{k[\text{SO}_2][\text{OH}]}{\text{CS}[\text{H}_2\text{SO}_4]}.
\]

where \( k \) is a rate constant of the order of 10^{-12} cm^3 s^{-1}, and CS denotes condensation sink which is a measure of the vapour condensation rate onto aerosol population (in s^{-1}). Equation 4 shows that under a steady-state assumption and for given CS and SO_2 concentration, the gas-phase concentration of H_2SO_4 is directly proportional to the OH concentration.

Condensable organic vapors

Measurements indicate that organic matter can be responsible for close to or even more than 50% of the fine aerosol mass in the troposphere (Zappoli et al. 1999, O’Dowd et al. 2000). It is therefore vital to incorporate the transfer of organic mass from gas to particle phase into atmospheric models. Unfortunately, however, the majority of organic material found in the particulate phase remains unidentified.

Many of the organic compounds emitted directly from natural and anthropogenic sources are highly volatile and thus unable to contribute directly to aerosol mass. However, several studies have shown that atmospheric oxidation of the emitted compounds can yield vapours that possess volatilities much lower than their precursors (Pun et al. 2002). The oxidation paths that lead to low volatile products are often very complex (e.g.
Jenkin et al. 1997, 2000, 2002, Jenkin 2004). It seems clear, however, that such reaction chains always start either by O\textsubscript{3} adding to a double bond forming Criegee biradical (Atkinson and Carter 1984), or by NO\textsubscript{3} or OH subtracting a H atom from the parent hydrocarbon (Atkinson 1990). In general, a high molecular weight of the precursor compound (six or more carbon atoms) and polar groups (e.g. carboxylic COOH group) of the product compound tend to decrease the volatility (Chung and Seinfeld 2002, Seinfeld and Pankow 2003).

Given the complexity of oxidation mechanisms of hydrocarbons and the vast number of organic species found in the gas and aerosol phases, their detailed representation in a general photochemistry/aerosol model would be cumbersome, if not impossible. Because of this, the representation of organics is often simplified by lumping compounds with similar properties together or by assuming a two-product model

\[
\text{HC + oxidants} \rightarrow p_1 P_1 + p_2 P_2 \quad (5)
\]

where \(p_1\) and \(p_2\) are molar stoichiometric coefficients, and \(P_1\) and \(P_2\) are the product compounds (Seinfeld and Pankow 2003).

The lumping of organic species can be done on the basis of several compound properties, such as volatility, molecular structure, water solubility, or origin. While the best suited lumping method depends to some extent on the purpose of the model, Bian and Bowman (2005) concluded that a combination of volatility and water interaction, or volatility alone as lumping criterion often produces the optimum results. In our model, we choose a highly simplified organic scheme in which we lump the compounds into three groups according to their saturation vapour pressure. We represent the fraction of volatile organic compounds which is able to react to form low volatile and semivolatile products by a single lumped gas denoted by OC\textsubscript{hv}. This compound is assumed to remain totally in the gas phase. The two other organic model compounds, which are formed in oxidation reactions of OC\textsubscript{hv}, represent the low and semivolatile vapours. These compounds are denoted by OC\textsubscript{lv} and OC\textsubscript{sv}, respectively. Whereas the former resides mostly in the particle phase, the latter transfers reversibly between the gas and particle phases depending on the ambient conditions.

The model scheme assumes that the oxidation of OC\textsubscript{hv} proceeds via the following generalized reaction

\[
\text{OC}_{hv} + \text{OXI}_k \rightarrow Y_{k,lv} \text{OC}_{lv} + Y_{k,sv} \text{OC}_{sv} \quad (6)
\]

where OXI\textsubscript{k} represents either hydroxyl radical (OH), nitrate radical (NO\textsubscript{3}) or ozone (O\textsubscript{3}), and corresponding values of \(Y_k\) represent the molar yields of the product compounds. The reactions of the organic high volatile compound OC\textsubscript{hv} with all these three oxidation agents are considered throughout the simulation. In practice, however, the reaction with NO\textsubscript{3} is important only at night because of the quick photolysis of NO\textsubscript{3} in daytime. Similarly, the OH reaction operates only in daytime whereas the O\textsubscript{3} reaction can operate both during night and day.

In theory, the values of \(Y_k\) are different for all components and oxidants. However, the actual atmospheric yields are difficult to quantify and we have therefore assumed equal yields for all oxidants (see Table 1). Rate coefficients for the reactions of OC\textsubscript{hv} are at 298 K (in cm\textsuperscript{3} s\textsuperscript{-1}): \(11650 \times 10^{-18}\) for the O\textsubscript{3} reaction, \(245 \times 10^{-12}\) for the OH reaction, and \(27 \times 10^{-12}\) for the NO\textsubscript{3} reaction. These values were used for one hydrocarbon class by Chung and Seinfeld (2002). Using normal concentrations of oxidants, OC\textsubscript{hv} has lifetimes of minutes for the O\textsubscript{3} reaction and around one hour for the OH reaction. These are also the timescales by which OC\textsubscript{hv} will approach its new equilibrium concentration following a change in any oxidant concentrations.

It is important to realize that our mechanism for producing condensable organic vapors takes into account only the first step in a complex reaction chain. What happens in the reaction pathways in the following steps remains an open question. It has been suggested, for example, that the existence of NO\textsubscript{3} in the airmass contributes to the formation of PAN-like components instead of low volatile organic acids (Jenkin et al. 2000). It is also unclear to what degree such a change in reaction mechanism would change the saturation vapor pressures of the low and semivolatile products.

Our three-component mechanism is very simplified as compared with many other more detailed schemes for secondary organic aerosol formation and photochemistry (e.g. Andersson-Skold and...
Simpson 2001, Griffin et al. 2002). However, such sophisticated schemes are often evaluated only against chamber measurements which may not hold true for all ambient conditions. Furthermore, although several individual compounds which met in the atmosphere are inevitably borderline species in our schematic treatment, using lumped groups with distinct volatilities is likely to capture the general features that organic compounds have on aerosol dynamics. When using the organic scheme described here, one must however keep in mind its limitations. The scheme is most suitable for testing simple conceptions and hypothesis, as well as for sensitivity studies. In the future, elaboration of the organic mechanism is a logical next step in the development of the model.

Treatment of condensation in aerosol module

General description

The aerosol module is a further development of UHMA (University of Helsinki Multicomponent Aerosol model) (Korhonen et al. 2004) which is a size and composition resolved box model simulating the major aerosol physical processes in the atmosphere. The original model version described aerosol formation via emissions and homogeneous nucleation, growth by condensation of sulphuric acid and organic vapours, and particle loss via coagulation and dry deposition. In this study, we have coupled UHMA with thermodynamic equilibrium model ISORROPIA (Nenes et al. 1998) which has enabled the treatment of aerosol phase nitrate, ammonia and sea salt, the latter of which is not discussed in this paper. Furthermore, we have improved the numerical description of condensation and made the aerosol dynamic processes fully interactive with gas-phase chemistry. The improvements made to the aerosol scheme are described below. For further information on the aerosol model structure and subroutines, we refer the reader to the original model description in Korhonen et al. (2004). A kinetic nucleation formulation is used in this study, meaning that the nucleation rate is limited by the collision rate of sulphuric acid molecules through the reaction

\[ J = 0.5KC^2 \] (7)

where \( J \) is the nucleation rate, and \( K \) the collision rate of two gas-phase ammonium bisulphate molecules whose concentration is denoted with \( C \).

Photochemical reactions affect aerosol dynamics through production and loss of vapors which can condense onto or evaporate from the aerosols, or nucleate to form new particles. In our model, we use time splitting and solve for nucleation before condensation/evaporation. Therefore, when coupling the equations for pho-

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Physical meaning</th>
<th>Summer value</th>
<th>Spring value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Julian day</td>
<td>Day of year</td>
<td>182</td>
<td>91</td>
</tr>
<tr>
<td>RH\text{\textsubscript{max}}</td>
<td>Max. diurnal relative humidity (03:00)</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>(T_{\text{min}})</td>
<td>Min. diurnal temperature (03:00)</td>
<td>288 K</td>
<td>280 K</td>
</tr>
<tr>
<td>(T_{\text{max}})</td>
<td>Max. diurnal temperature (15:00)</td>
<td>298 K</td>
<td>290 K</td>
</tr>
<tr>
<td>(N_1)</td>
<td>Number concentration, initial aerosol</td>
<td>(8 \times 10^9 \text{ m}^{-3})</td>
<td>(8 \times 10^9 \text{ m}^{-3})</td>
</tr>
<tr>
<td>(\sigma_1)</td>
<td>Standard deviation, initial aerosol</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>(N_{\text{MD}_1})</td>
<td>Number median diameter</td>
<td>(4 \times 10^{-6} \text{ m})</td>
<td>(4 \times 10^{-6} \text{ m})</td>
</tr>
<tr>
<td>(N_2)</td>
<td>Number concentration, initial aerosol</td>
<td>(7 \times 10^7 \text{ m}^{-3})</td>
<td>(7 \times 10^7 \text{ m}^{-3})</td>
</tr>
<tr>
<td>(\sigma_2)</td>
<td>Standard deviation, initial aerosol</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>(N_{\text{MD}_2})</td>
<td>Number median diameter</td>
<td>(2 \times 10^{-7} \text{ m})</td>
<td>(2 \times 10^{-7} \text{ m})</td>
</tr>
<tr>
<td>(Y_L)</td>
<td>Yield of low volatile organic</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>(Y_S)</td>
<td>Yield of semi volatile organic</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>(E_{\text{hv}})</td>
<td>Emissions of organic volatile gas</td>
<td>(5.0 \times 10^9 \text{ cm}^{-2} \text{ sec}^{-1})</td>
<td>(2.5 \times 10^9 \text{ cm}^{-2} \text{ sec}^{-1})</td>
</tr>
<tr>
<td>(P_{\text{sat,OC}})</td>
<td>Saturation vapor pressure OC (\text{sv})</td>
<td>(10^{-7} \text{ Pa})</td>
<td>(10^{-7} \text{ Pa})</td>
</tr>
<tr>
<td>(\text{SO}_2)</td>
<td>Mixing ratio of (\text{SO}_2)</td>
<td>0.5 ppb</td>
<td>0.5 ppb</td>
</tr>
<tr>
<td>(\text{NO}_x)</td>
<td>Mixing ratio of (\text{NO}_x)</td>
<td>40 ppt</td>
<td>40 ppt</td>
</tr>
</tbody>
</table>
tochemical production and loss, and the equation for condensation, we get the following equation which governs the gas phase concentrations

$$\frac{dC_{\infty,j}}{dt} = P_{\text{chem},j} - \sum_{i=1}^{N} \frac{dc_{i,j}}{dt} - L_{\text{chem},j}C_{\infty,j}$$  \hspace{1cm} (8)$$

Here $C_{\infty,j}$ is the ambient concentration of compound $j$, and $P_{\text{chem},j}$ is its chemical production ($\text{m}^{-3} \text{s}^{-1}$) and $L_{\text{chem},j}$ represents its chemical loss ($\text{s}^{-1}$). The second term on the right-hand side describes the interaction of the vapour with the aerosol particles. In this term $c_{i,j}$ represents the concentration of compound $j$ in the model size section $i$, and $N$ is the total number of size sections used in the model to represent the particle size distribution.

Onto any size section $i$ of the model the flux of condensable compound $j$ is given by the equation

$$\frac{dc_{i,j}}{dt} = 2\pi(D_j + D_p)(d_j + d_p) \times N_i \beta_i \left( C_{\infty,j} - C_{\text{eq},i,j} \right) \hspace{1cm} (9)$$

where $C_{\text{eq},i,j}$ is the equilibrium concentration of $j$ over the surface of a particle in section $i$ (in $\text{m}^{-3}$). The diffusion coefficients and diameters of the vapor and the particle are denoted with $D_j$ and $D_p$, and with $d_j$ and $d_p$, respectively. $N_i$ and $\beta_i$ are the number concentration and transition regime correction factor for size section $i$. In this work, we used for $\beta_i$ the formulation suggested by Fuchs and Sutugin (1971). Equation 9 is simplified denoting all terms dealing with gas phase diffusion $k_{ij}$, which is now a loss rate (in $\text{s}^{-1}$). ($C_{\infty,j} - C_{\text{eq},i,j}$) is a thermodynamic driving force.

In accordance with Eqs. 8 and 9, we can describe the mass balance of component $j$ over a timestep $\Delta t$ with

$$C_{\infty,j}(t + \Delta t) \hspace{1cm} (10)$$

$$= C_{\infty,j}(t) + \sum_{i=1}^{N} c_{i,j}(t) + \Delta t \left[ P_{\text{chem},j} - L_{\text{chem},j}C_{\infty,j}(t + \Delta t) \right]$$

Equation 10 holds true for an infinitesimally short timestep, and provides an approximation of the concentration balance if the ambient vapour concentration $C_{\infty,j}$ cannot be considered constant over the timestep.

**Numerical solver**

Since the ambient vapour concentration $C_{\infty,j}$ and the condensation flux onto particles are strongly interdependent, Eqs. 8 and 9 need to be solved simultaneously. In the model, the chemical production and loss rates of semivolatile vapours are calculated in the photochemistry module, and they are then passed on to the aerosol module where the gas phase concentrations are calculated using a modified version of the Analytical Predictor of Condensation scheme (APC) (Jacobson 1997a).

We can obtain an expression for the concentration of compound $j$ in size section $i$ by integrating Eq. 9 over the timestep which yields

$$c_{i,j}(t + \Delta t) = c_{i,j}(t) + k_{ij} \Delta t(C_{\infty,j}(t + \Delta t) - C_{\text{eq},i,j}(t)). \hspace{1cm} (11)$$

Inserting this into Eq. 10 and solving for the ambient vapour concentration yields (Jacobson 1997a)

$$C_{\infty,j}(t + \Delta t) = \frac{C_{\infty,j}(t) + \sum_{i=1}^{N} k_{ij} \Delta t C_{\text{eq},i,j}(t) + \Delta t P_{\text{chem},j}}{1 + \sum_{i=1}^{N} k_{ij} \Delta t + \Delta t L_{\text{chem},j}}. \hspace{1cm} (12)$$

The terms in the numerator represent the vapour concentration in the previous time step, and the amounts of vapour that evaporate from the particle phase and is produced in chemical reactions, respectively. On the other hand, the two last terms in the denominator represent the amounts of vapour condensing onto the particles and lost in chemical reactions.

Equation 12 can be used to calculate the concentration of the compound $j$ in all aerosol size sections. However, in case of evaporation, it is possible that the model predicts that a higher amount of the component is released to the gas phase than actually exists in the aerosol phase. When the mass flux is away from the particles, we check this for each size section $i$, starting from the smallest one since it is most likely to show evaporation and since it typically contains the smallest amount of component $j$. If too much mass evaporates, we use the following procedure:
1. Remove all the mass of component $j$ from size section $i$ and add it to the term $C_{\infty,j}(t)$ in Eq. 12.
2. For the size section $i$, set transfer coefficient of component $j$ to zero.
3. Recalculate $C_{\infty,j}(t + \Delta t)$ from Eq. 12.
4. Treat section $i + 1$.

This procedure is repeated until either all mass is evaporated from all size sections, or until none of the sections lose more mass than is available in the particle phase.

### Calculation of equilibrium vapor pressures

#### Inorganic compounds

The vapor pressure of sulfuric acid under atmospheric conditions is very low and is assumed to be zero in the model. Thus for sulfuric acid, Eq. 8 reduces to

$$
\frac{dC_{\infty,j}}{dt} = p_{\text{chem},j} - \left( \sum_{i=1}^{N} k_{i,j} + L_{\text{chem},j} \right) C_{\infty,j} \tag{13}
$$

which can be solved analytically as

$$
C(t + \Delta t) = C(t) \exp \left[ -\Delta t \left( \sum_{i=1}^{N} k_{i,j} + L_{\text{chem},j} \right) \right] + \frac{p}{\sum_{i=1}^{N} k_{i,j} + L_{\text{chem},j}} \times \left[ 1 - \exp \left[ -\Delta t \left( \sum_{i=1}^{N} k_{i,j} + L_{\text{chem},j} \right) \right] \right] \tag{14}
$$

Mass balance over the time step gives the condensation flux of sulfuric acid as:

$$
J_{H_2SO_4} = \left[ p_{\text{chem},j} - C(t) \Delta t + C(t) \right] \times \frac{1}{\Delta t} \sum_{i=1}^{N} k_{i,j} \tag{15}
$$

Condensation of NH$_3$ is closely coupled with condensation of H$_2$SO$_4$ and HNO$_3$ since they all change the acidity of the aerosols. For NH$_3$ and HNO$_3$, the equilibrium vapour concentrations are determined for each particle size section separately based on the thermodynamic equilibrium model ISORROPIA (Nenes et al. 1998). To avoid oscillations in the solutions when the acidity of the particles fluctuates between levels slightly smaller and slightly larger than the equilibrium, we modify the condensation fluxes of NH$_3$ and HNO$_3$ according to the method of Pilinis et al. (2000). This method limits the maximum flux of H$^+$ by

$$
\left| J_{H^+}^{\text{max}} \right| = A_i C_{W,j} \tag{16}
$$

where $J_{H^+}^{W,j}$ is the flux of H$^+$ (s$^{-1}$ m$^{-3}$), $A_i$ is the allowed rate of change of aerosol acidity (in this study 0.01 s$^{-1}$), and $C_{W,j}$ is the concentration of H$^+$ in the size section (m$^{-3}$). The flux of H$^+$ is given by

$$
J_{H^+} = J_{HNO_3} + 2J_{H_2SO_4} - J_{NH_3} \tag{17}
$$

Here we assume full dissociation of the dissolved inorganic compounds. In case the flux of H$^+$ exceeds the maximum value given by Eq. 16, the equilibrium vapor pressures of NH$_3$ and HNO$_3$ are adjusted in order to meet the limit (see Pilinis et al. (2000) for more details).

#### Organic compounds

The general formulation of the model allows to freely choose the saturation vapor pressures of the lumped low volatile and semivolatile organic groups. In this study, we used the following values: For OC$_{lv}$, the equilibrium vapor pressure is assumed to be zero, and thus the fluxes and concentrations can be calculated similarly to sulfuric acid (see Eqs. 14 and 15). Although technically this compound is treated as non-volatile, we still choose to call it low volatile since in nature no vapours show exact zero volatility.

For OC$_{sv}$, we assumed that it is absorbed in the particulate organic phase above which its equilibrium vapor pressure is set to a value that is dependent on the temperature according to Clausius-Clapeyron equation with a value of $\Delta H_{\text{evap}}/R = 6000$ K. The equilibrium vapor pressure of OC$_{sv}$ is also adjusted for curvature
effects, increasing equilibrium vapor pressure for the smallest particles. Only in cases with high photochemical production of OC\textsubscript{sv}, its vapor pressure can increase beyond the value needed to grow the smallest nucleation mode particles. In the case of lower production, the vapor pressure will approach the equilibrium concentration of the larger aerosols according to Eq. 12. The saturation vapour pressures used for OC\textsubscript{sv} are presented in Tables 1 and 2. Despite the relatively low saturation pressures, we call the compound semivolatile to reflect that it will not condense onto all aerosol size classes but still can partition between gas and aerosol phase. 

Our assumptions mean that we largely simplify gas/aerosol thermodynamics. We do not, for example, consider that the organic component can partition into the aqueous phase of the aerosol, neither do we use the composition of the organic aerosol phase to calculate the equilibrium vapor pressure of the condensable organics. Such thermodynamic frameworks do exist in the literature (for example Pun et al. (2002) and references therein) but are poorly applicable to our simplified modeling frame. The reason is that all the semivolatile components are lumped into only one species, and there is therefore relatively little room for changing mole fraction of the different condensable organic compounds in the aerosol.

### Effect of photochemistry on new particle formation

#### Motivation

The combined model will in later work be applied to analyse measurement data of new particle formation from several field sites. For this paper, such comparisons with observations are beyond the scope; however, we wish to make some general theoretical remarks concerning the effect of photochemistry on new particle formation and growth.

In the Scandinavian boreal forest region, new particle formation events are frequently observed especially in the spring and autumn (Vehkamäki et al. 2004, Dal Maso et al. 2005). However in summer, when the solar radiation and thus the photo-oxidation rates reach their yearly maximum values, particle formation is detected on much fewer days. One of the explanations for this spring maximum has been the arrival direction of the air masses to the region: in spring and autumn the prevailing air masses are from the Arctic and polar areas and contain relatively low pre-existing aerosol concentrations, whereas in summer the warm air from the southerly sector sometimes carries a high pre-existing aerosol load that can suppress new particle formation.

In this study, we explore another possible explanation to the formation event minimum in summer. We test the hypothesis that the role of enhanced biogenic emissions in summer could inhibit the growth of nucleated particles to detectable sizes. The two-fold effect of the enhanced formation rate of the organic oxidation products can be summarized as follows:

1. Oxidation of highly volatile organic compounds yields products which grow the nucleated clusters to larger sizes. These products are represented by OC\textsubscript{lv} in our study.
2. At the same time, oxidation of highly volatile compounds is a source of low and semivolatile products which grow the background aerosol and thus increase the coagulation sink for the nucleated particles. These products are represented by OC\textsubscript{sv} in our study.

### Table 2. Sensitivity studies performed with the model.

<table>
<thead>
<tr>
<th>Run number</th>
<th>Run name</th>
<th>Variation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>HIGHLV</td>
<td>$Y_{lv} = 0.20; Y_{sv} = 0.80$</td>
<td>Higher yield of low volatile organic</td>
</tr>
<tr>
<td>3</td>
<td>LOWLV</td>
<td>$Y_{lv} = 0.01; Y_{sv} = 0.99$</td>
<td>Lower yield of low volatile organic</td>
</tr>
<tr>
<td>4</td>
<td>VOL\textunderscore SV</td>
<td>$10.0 \times P_{sat,OC_{sv}}^{P_{sat,OC_{sv}}}$</td>
<td>Higher pressure of semi volatile organic</td>
</tr>
<tr>
<td>5</td>
<td>LOWVOL\textunderscore SV</td>
<td>$0.1 \times P_{sat,OC_{sv}}^{P_{sat,OC_{sv}}}$</td>
<td>Lower pressure of semi volatile organic</td>
</tr>
<tr>
<td>6</td>
<td>NOX</td>
<td>$NO_x = 400$ ppt</td>
<td>Increased NO_x</td>
</tr>
</tbody>
</table>
Essentially, this means that the newly formed nanoclusters cannot grow by condensation unless the background aerosol also grows and thus increases the coagulation sink for the clusters. In this study, we investigate this competition mechanism with a set of sensitivity simulations. We also investigate the importance of knowing the composition of the gas phase when analysing nucleation events. We show that increasing the concentration of $\text{NO}_x$ can, through changing OH concentrations, change the aerosol dynamics. Some earlier aerosol dynamics studies have fixed OH to follow daily cycles decoupled from the rest of the gas phase chemistry (e.g. Anttila et al. 2004, Gaydos et al. 2005).

The simulations presented below are by no means conclusive. Still, they demonstrate the complex role of photochemistry on new particle formation mechanisms and highlight that aerosol dynamics can seldom be simulated in isolation from the gas-phase reactions.

### Simulation conditions

The simulations were conducted for a 24-hour period starting at midnight. For simplicity, we assumed the temperature to follow a sinusoidal curve with a maximum at 15:00 and a minimum at 03:00. We assumed also that the specific humidity (kg (H$_2$O) kg$^{-1}$ (air)) was constant during the simulation, and thus that the relative humidity reached its maximum at the same time as the temperature reached its minimum value. Although somewhat simplified, these assumptions imitate general features of the diurnal variations in temperature and relative humidity at the simulated region. The simulations were made for a site lying on latitude 60°. On the simulated spring and summer days, the photolysis rates were adjusted according to the simulated solar radiation, which followed the normal diurnal pattern at the corresponding latitude.

The background aerosol distribution (assumed bimodal) and the vapour concentrations and emission rates used as input in the standard (base case) simulations are presented in Table 1. In order to isolate the effect of organic emissions and photochemistry on particle concentrations, the simulations for both spring and summer conditions were made with the same initial particle size distribution.

The emissions of reactive biogenic volatile organic vapor were chosen to be $5 \times 10^9 \text{ cm}^{-2} \text{ s}^{-1}$ for summer and $2.5 \times 10^9 \text{ cm}^{-2} \text{ s}^{-1}$ for spring. These values translate to 0.3 and 0.15 g(C) m$^{-2}$ yr$^{-1}$ assuming 10 C atoms per molecule emitted. Guenther et al. (1995) propose that isoprene emissions from boreal forests peak in July. Assuming that our volatile organic gas behaves like isoprene it seemed logical to include a higher summer than spring emission, although the factor of two is somewhat arbitrarily chosen. Guenther et al. (1995) propose around 1 g(C) m$^{-2}$ yr$^{-1}$ reactive BVOC for forested summer conditions, and assuming 30% of this will react to low and semi volatile products might be too much. However, our simulations give OC$_{lv}$ and OC$_{sv}$ concentrations of some ppt which Kulmala et al. (2004a) indicated are needed to correspond to observed growth rates.

With the chosen emissions, the lifetime of OC$_{hv}$ is of the order of five minutes with respect to O$_3$ and one hour with respect to OH. With our box extending to 1000 m (approximately the height of the boundary layer), the steady state concentration of OC$_{hv}$ is approximately of the order of 0.1–1 ppt. This is much lower than concentrations of high volatile compounds, such as monoterpene, which can be of the order of ppb. With this in mind, it is important to note that all of OC$_{hv}$ is reactive whereas not necessarily all monoterpenes are reactive; in other words, OC$_{hv}$ represents only that fraction of atmospheric volatile organic compounds which can produce condensable compounds.

The sensitivity runs for the interaction of new particle formation and growth to the gas-phase chemistry are summarized in Table 2. The runs investigate how the percentual yield of organics with different volatility, the saturation vapour pressure of the semivolatile compounds and the increase of $\text{NO}_x$ influence the particle formation.

As compared with the base case, runs 2 and 3 do the opposite things. In run 2, the increase in the yield of low volatile compound OC$_{lv}$ could potentially increase the growth of newly formed particles. However, this run will also increase the size of the background particles since more of the oxidation product goes to the aerosol phase.
On the other hand, run 3 decreases the yield of $OC_{lv}$. Consequently, this decreases the amount of oxidation product which can condense on the smallest aerosols.

The second pair of sensitivity simulations, i.e. runs 4 and 5, investigate the sensitivity of the system to the saturation vapour pressure of the semivolatile compound $OC_{sv}$. Higher saturation pressure (run 4) increases the smallest size of particles which can grow by condensation of $OC_{sv}$, and thus nucleated clusters need to be able to grow to larger sizes with the low volatile compound $OC_{lv}$ and $H_2SO_4$ as the only condensing species. On the other hand, the background aerosols would also grow more slowly. Conversely, in run 5 the lower saturation vapour pressure decreases the critical size of particles above which the $OC_{sv}$ can condense on them. On the other hand, also the background aerosols grow more quickly in this run.

As compared with the rest of the simulations, run 6 uses a tenfold concentration of $NO_x$, i.e. 400 ppt. According to Wayne (2000), this value is still at the upper limit of clean air classification. The increased $NO_x$ concentration will affect the oxidant concentrations and the daily cycle of oxidation rates change.

**Results and discussion**

**General observations**

As shown in Table 1, the spring simulations differ from the summer ones by lower emissions of biogenic volatile organic vapor ($OC_{hv}$), less sunlight and lower temperatures. The number concentrations for different sized particles from the runs for both seasons are presented in Fig. 1. The zigzag alterations in the concentrations are caused by the description of the particle size distribution in our model. We use the moving center method (Jacobson 1997b) which is in most respects advantageous for combined condensation and nucleation simulations but produce alterations in concentrations plotted as in Fig. 1 (Korhonen et al. 2004).

In many respects the results for spring and summer are very similar. The aerosol number concentration starts to increase immediately after sunrise, which takes place approximately two hours later in spring (Fig. 1a and e). This is connected to the onset of $H_2SO_4$ formation which in turn is controlled by photochemical production of OH radical (Figs. 2 and 3). The higher production of OH in summer, due to more UV radiation than in spring, is also responsible for the clearly higher formation rate of new particles.

Panels b–d and f–h in Fig. 1 show that the formed particles grow much faster under chosen summer than spring conditions, respectively. The reasons for this is mainly the higher emission rate of volatile organics, represented in our model with $OC_{hv}$, which yields also higher concentrations of low and semivolatile compounds (Figs. 2 and 3). $OC_{hv}$ is mainly responsible for the growth of the formed particles; in our simulations it is capable of condensing onto all-sized particles and thus accelerates the growth of the nanoclusters. In addition, the semivolatile compound $OC_{sv}$, which contributes to the growth once the particles have reached a sufficient size, is also produced in greater amounts in summer. The concentration of sulfuric acid is much lower than that of organics and its contribution to the growth of the formed particles is relatively small.

It is interesting to note, however, that despite the higher summer time nucleation rate, i.e. higher loss rate of $H_2SO_4$ due to nucleation, its predicted ambient concentration remains slightly higher in summer than in spring.

In contrast to what is observed, the simulations predict consistently a higher concentration of nucleation mode particles at 10 nm and beyond in summer. This is true although also the condensation sink, which is a measure of the potential depletion rate of condensing vapor molecules to the whole aerosol population, is slightly higher in summer than in spring (Fig. 4). In principle, a high CS value implies that more condensable vapor is lost to the background particles and less of it is available for nanocluster growth, and that more of these clusters are scavenged by coagulation. Since the survival rate of nucleation mode particles is a strong function of size, the newly formed particles need to grow fast in order to reach detectable sizes when the CS is high. Because of the fast growth of nucleation mode particles in summer, even the higher CS cannot eliminate all the formed particles. Furthermore,
despite the high difference in organic emissions and radiation, the difference between the summer and spring sinks is small in the morning hours, which is the relevant time regarding nanoparticle growth. Starting with identical particle distributions, the CS values at 10:00 (excluding the NOX run) are 1.4–1.5 s⁻¹ for summer conditions and 1.25–1.3 s⁻¹ for spring conditions. It is therefore unlikely that higher biogenic vapor emissions and enhanced photochemical activ-
ity in summer could alone explain the observed minimum in new particle formation events.

**Sensitivity analysis**

Of the sensitivity runs, NOX and LOWVOL_SV give clearly the most new particles at large sizes (Fig. 1). The reasons for efficient particle production in these two cases are, however, different: In the LOWVOL_SV run, the low vapour pressure of OC_{SV} makes it possible for this gas to condense on the smallest aerosols. On the other hand, the high concentrations of new particles in the NOX run stem from the higher formation rate of H_{2}SO_{4}. Not only does this yield higher nucleation rates but also significantly faster growth of nanocluster by condensation of H_{2}SO_{4}.

We find that two runs in which most new particles survive to large sizes (i.e. NOX and LOWVOL_SV) also show the largest CS values. This result seems to contradict the original possibility that high CS would deplete nucleated clusters more rapidly than they are able to grow to larger sizes. In the NOX run, there is a very large increase in CS from 10:00 to 15:00, i.e. the same period when the total number concentration increases due to nucleation. The significant contribution of new particles to the sink can be seen after 15:00 when the CS actually decreases because of end of nucleation and because of coagulation scavenging of the existing nucleation mode particles. This is consistent with the results of Korhonen et al. (2005) who found that the nucleation event itself could contribute largely (up to 80%) to the change in the observed condensation sink during a
nucleation event. In the NOX run, the CS mainly increases because the larger OH concentrations give high H$_2$SO$_4$ concentrations which produce many clusters. In the LOWVOL-CS run, there are fewer clusters produced, but rapid growth transfers them efficiently to larger sizes.
The general features between the sensitivity runs in the concentrations of the gas-phase species are the same for spring and summer conditions (Figs. 2 and 3). It is noteworthy that the concentrations of oxidants OH, \(O_3\) and \(NO_3\) are identical in all summer simulations except the NOX simulation. In this simulation, additional \(O_3\) is produced through Eq. 1, and OH is maintained through Eq. 2. At night, \(NO_x\) compounds are in the absence of sunlight transferred to \(NO_x\).

In the NOX run, \(OC_{hv}\) is depleted more rapidly than in other runs due to higher oxidant concentrations. The concentrations of the oxidation products, \(OC_{lv}\) and \(OC_{sv}\), are more complicated to interpret. The concentration of \(OC_{lv}\) is the highest in run HIGHLV, and the lowest in run LOWLV, reflecting its production rate. The small differences between the other runs are due to development of the condensation sink induced by the aerosol particles.

It is interesting to note that the NOX run has the second lowest concentrations of \(OC_{lv}\). This result has to be interpreted in terms of production rates, loss rates and chemical lifetimes. In our model, all \(OC_{hv}\) reacts to form condensable species, so at steady state, the sum of the production rates of \(OC_{lv}\) and \(OC_{sv}\) equals emission rates of \(OC_{hv}\). If the response time of \(OC_{hv}\) were long, increasing oxidants would increase production rates of condensable vapours until steady state were reached again. As this is not the case in our model, (the lifetime of \(OC_{hv}\) is minutes with respect to \(O_3\) and about one hour with respect to \(OH\)), increasing oxidants does not increase production rates of condensable vapours until steady state were reached again. This is not the case in our model, (the lifetime of \(OC_{lv}\) is minutes with respect to \(O_3\) and about one hour with respect to \(OH\)), increasing oxidants does not increase production rates of condensable vapours. However, since CS, and thus the loss of \(OC_{lv}\) is large in the NOX run, \(OC_{lv}\) is efficiently depleted. This argument becomes clear considering the concentration of \(H_2SO_4\). The concentration of \(SO_2\) is not significantly depleted from the increased \(OH\) in the NOX run because the lifetime of \(SO_2\) with respect to \(OH\) is longer. This allows production rates of \(H_2SO_4\) to increase, and even though the large CS depletes \(H_2SO_4\) in a similar way as it depletes \(OC_{hv}\) (Eq. 4), the concentrations of \(H_2SO_4\) are large in the NOX run.

The concentration of \(OC_{sv}\) is the highest in the VOL_SV run and the lowest in the LOWVOL_SV run, reflecting its saturation vapor pressure. The high peak in the VOL_SV run at around 15:00 is due to the maximum of saturation vapor pressure which is dependent on temperature through the Clausius-Clapeyron equation. The NOX run gives the second lowest concentration also for \(OC_{sv}\). The reasons for the low \(OC_{sv}\) are similar to the reasons for the low \(OC_{lv}\), except that the part of the CS which is due to the very smallest particles is not accessible by \(OC_{sv}\).

It is also interesting to note that the \(H_2SO_4\) concentration peaks around 10:00 in the NOX run, whereas \(OH\) peaks two hours later at around noon. This difference arises from the development of the condensation sink which increases rapidly in the morning hours due to condensation and to a lesser extent due to nucleation. This increase makes the sink for \(H_2SO_4\) larger at 12:00 than at 10:00.

### Uncertainties

The presented model suffers from several uncertainty factors. Firstly, when using values for reaction rates for organic vapors with the major oxidants, we were forced to pick values as input data to the model. In nature, these values can vary by orders of magnitude, so it is difficult to know which ones to use. In addition, since we do not know exactly which gases constitute \(OC_{hv}\) it is hard to estimate the actual emission rates.

Also, since we only simulate photochemistry and aerosol microphysics, we do not take into account other processes which are important for aerosol formation in the boundary layer. Naturally, one such process is boundary layer physics. Korhonen et al. (2005) found that the breakup of the nocturnal boundary layer may play an important role in the dynamics of morning nucleation events. Interestingly, this is often at the same time as the \(OH\) concentrations rise. Our current model does not, however, allow us to separate the two effects.

### Conclusions and summary

We introduce a box model where a well-established photochemical scheme from OSLO-CTM2 (Berntsen and Isaksen 1997) is combined with an aerosol dynamics model UHMA (Korhonen et al. 2004). The chemistry module is further
developed with a simplified organic scheme. This scheme lumps the organic vapors encountered in the atmosphere into three groups according to their saturation vapor pressures, which control the condensation of the vapors onto aerosol particles. The aerosol module is extended to treat nitrate and sea salt with the thermodynamic equilibrium model ISORROPIA (Nenes et al. 1998). We also introduce a simple mathematical concept which couples condensation/evaporation equations of the aerosol dynamics directly to the photochemistry solver. The photochemistry and aerosol dynamic modules are fully interactive and the combined model can be used to study how production, loss and concentrations of photo oxidants evolve simultaneously with the aerosol size distribution. The model calculates the effect of gas emissions and photochemistry on the size and composition distribution of aerosols, and it contains an explicit feedback mechanism to the concentration of gaseous species.

In our example simulations, we discuss evolution of a boreal forest aerosol distribution in clean air masses. We use numerical simulations to study how photochemical processes together with biogenic emissions of organic gases affect new particle formation, and especially if they can provide an explanation why nucleation and growth events are more frequently observed in spring than in summer. The simulations indicate that, given that the initial airmasses have the same pre-existing aerosol population, the chosen summer conditions tend to produce more aerosols in contrast to observations. This is due to the growth rate of formed particles which is high enough to save a significant fraction of them from scavenging to the background particles, despite the higher coagulation sink than under spring conditions.

Interpreting the concentrations of gases together with the aerosol size distribution allows also insight into other complex and intercompeting processes. We find out for example that the cleanest airmasses are not necessarily the most favourable for particle production. More specifically, when NOx is included in the airmass under summer conditions, the concentrations of low volatile organics, which result from oxidation of biogenic emissions and according to current knowledge are crucial in early stages of nanoparticle growth in boreal forest conditions (Anttila and Kerminen 2003, Kulmala et al. 2004a), are low. As an isolated observation, this would mean that small aerosols would grow more slowly and be lost by coagulation before they reach detectable sizes. However, in our simulations, the high NOx concentration yields also high OH concentration which in turn converts more SO2 to sulfuric acid. The very low volatile H2SO4 grows the particles and thus gives rise to high condensation sink which depletes much of the low volatile organic matter.

As shown in this study, understanding the chemistry of OH and other oxidants is vital for understanding the evolution of the aerosol size distribution. It is therefore an advantage for box model studies to be able to change the gas phase components which are the ones that can really be changed by advection and emissions (e.g. SO2, NOx, VOC). OH is very shortlived and will respond within seconds to the ambient conditions. Letting OH adjust to the airmass composition ensures consistency between the aerosol dynamics calculations and the microphysics calculations.

Our results encourage chemical analysis of airmasses which goes beyond classifying the airmass simply as “clean” or “polluted”. A possible explanation for the observed peak of particle formation events in spring is that arctic airmasses bring clean air with low pre-existing aerosol mass. We propose that in order to explore this explanation, both chemical characteristics (gas phase concentrations) and physical characteristics (pre-existing aerosols) have to be known. Clean, polar air would typically contain low NOx concentrations. This in turn is likely to restrict the concentration of OH and thus H2SO4, which is assumed to play a critical role in new particle formation.
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