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Precipitation over the Baltic Sea has been estimated from satellite measurements, 
ground-based weather radars and synoptic observations made at coastal and island sta-
tions. The obtained estimates do not use any in situ measurements over the Baltic Sea. 
Thus, a validation of the estimates over the sea proper is required. Here we present a 
method to analyse precipitation measurements over the Baltic Sea from the ship obser-
vations for the period 1996–2000. In order to measure precipitation over the Baltic 
Sea, several merchant ships have been equipped with specially designed ship rain 
gauges. The measurements are stored at 8-minute intervals. More than 20 000 instru-
mental measurements were collected during several months. An interpolation scheme 
based on the kriging method has been used to estimate spatial precipitation distribu-
tions on a 1° ¥ 1° grid. This method is particularly used to minimise sampling errors 
due to the low data density. All estimations are presented on a seasonal time resolution. 
The estimated spatial rain fi elds give reasonable results, especially in areas along the 
main shipping routes characterised by a high data density. 

Introduction

The oceans comprise more than 70% of the 
surface of the Earth. The precipitation over the 
oceans is crucially important for the estimation 
of its fresh water balance. During the recent 
years many efforts have been undertaken to 
investigate the spatial and temporal distribution 
of the precipitation over the sea. Since only a 
small number of in situ precipitation measure-
ments are available over the sea, Tucker (1961) 
has introduced a method to derive precipitation 
rates from the present weather code massively 

available in VOS (Voluntary Observing Ship) 
data. However, the Tuckerʼs method, derived 
from land-born observations, results in large 
uncertainties and has been insuffi ciently vali-
dated so far. Although this method has frequently 
been used in the past to estimate the precipitation 
over the sea (e.g. Reed and Elliot 1973, 1977), it 
is unclear whether it can be applied on a global 
scale. Reed and Elliot (1973, 1977) showed that 
the Tuckerʼs method gives reasonable results in 
extra-tropical regions, but fails in the tropics 
where further evaluation has been found to be 
necessary. Dorman and Bourke (1978) selected 
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28 coastal stations located along the coasts of the 
North Atlantic and Pacifi c Ocean, as well as sev-
eral island stations. They found signifi cant biases 
highly correlated with the air temperature in the 
Tuckerʼs method. Finally, they developed a cor-
rection procedure to minimise these biases. Ver-
mehren (1995) made another parameterisation 
for the precipitation rates for different present 
weather codes. Her relationships were based on 
the observations of the present weather and pre-
cipitation data onboard the German light vessels. 

Further analyses of the spatial rainfall dis-
tributions over the sea have been derived from 
satellite and land-borne radar measurements and 
numerical weather prediction models. However, 
Simmer (1996) pointed out that the estimation of 
precipitation by remote sensing methods is still 
under development and needs further improve-
ments. Present satellite retrieval algorithms 
perform better in locating precipitating clouds, 
whereas the estimation of precipitation amounts 
remains rather inaccurate. Large-scale numerical 
models generally overestimate the precipita-
tion over the Baltic Sea (Omstedt et al. 2000). 
Regional models with a higher spatial resolution 
(e.g. REMO) demonstrate, similar to observa-
tions, spatial patterns of precipitation but give 
quantitative biases in the precipitation amounts 
(Rubel 1998). Radar measurements (e.g. those of 
the Swedish Weather Service (SMHI)) represent 
another useful source of precipitation data with 
high spatial and temporal resolution (Michelson 
et al. 2000a). However, land-based radar give 
sometimes unusually high rainfall amounts in 
the Baltic Sea proper due to the appearance of 
ground clutters, especially under a stable atmos-
pheric stratifi cation.

Despite the high resolution in space and time, 
all data sources described above suffer from the 
lack of verifi cation of the precipitation estimates 
against in situ measurements. In contrast to these 
data, instrumental measurements are considered 
to be superior with respect to the observational 
error. Nevertheless, the conventional gauge 
precipitation measurements from the moving 
platforms (ships) are infl uenced by the impact 
of the shipʼs superstructure on the atmospheric 
fl ow, which induces spurious vertical veloci-
ties and enhances or reduces wind speeds at 
the location of the gauges, resulting in either an 

undercatch or overcatch of the measured pre-
cipitation. The largest biases are associated with 
the wind-dependent undercatch due to the fl ow 
around the rain gauge under high wind speeds. 
It is important that wind-induced errors have a 
tendency to increase with increasing rain gauge 
sizes and strongly depend on the exposure of 
instruments (WMO in Reed and Elliot 1977). To 
address these problems, a new ship rain gauge 
(Hasse et al. 1998) and a new optical disdrom-
eter (Großklaus et al. 1998) have been developed 
at the Institute for Marine Research at the Uni-
versity of Kiel.

The ship rain gauge

The ship rain gauge is designed to measure rain 
under high wind speeds as they occur on moving 
ships. An outstanding feature of the ship rain 
gauge used is an additional lateral collector (Fig. 
1) which is effective especially under high wind 
speed conditions (Hasse et al. 1998). Conven-
tional cylindrical gauges tend to shift the rain 
above the orifi ce of the gauge under high wind 
speeds, resulting in a massive underestimation 
of present rainfall. The ship rain gauge catches 
additionally the water that has been transported 
from the lateral environment. Being based on the 
water amounts collected from the top and lateral, 
and considering the wind speed relative to the 
instrument, it is possible to derive the true rain-
fall. For this purpose, in the Hasse et al. (1998) 
rain gauge the amount of rain is estimated for 
each collector separately. For low wind speeds 
the catchment of the precipitation at the top of 
the instrument is quite accurate and only a small 
correction is required. At high wind speeds when 
the impulse of rain drops is nearly horizontal, 
the measurements at the lateral collector lead 
to the least biased estimate of the rainfall, while 
the measurements at the upper collector require 
an extensive correction due to the undercatch 
(Hasse et al. 1998). Finally, a wind-speed-
dependent algorithm is used to estimate the true 
rainfall from both the upper and lateral collector. 
In this algorithm a linear transformation is used 
to weight the estimated rainfall rates at the top 
and lateral collector for the wind speed range 
9–11 m s–1.
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Calibration and verifi cation

We performed a new calibration of the ship rain 
gauge during simultaneous measurements with 
an optical disdrometer onboard r/v Alkor between 
1999 and 2001. The uncertainties associated 
with wetting and evaporation were taken into 
account during the calibration. The correlation 
between the two data sets was very high with 
a coeffi cient equal to 0.96. Hasse et al. (1998) 
gave an estimate of the relative standard error 
of the ship rain gauge of 2.4% for the hourly 
means. They also noticed that 6-hour or daily 
totals are even more stable. We can mention in 
this context the estimates of Skomorowski et al. 
(2001), who gave error estimates in the range of 
20% for satellite measurements (GPCP-1DD) 
made in the area of the alpine alps. Calibrations 
of the GPCP-1DD data against measurements 
from a very dense gauge network (Frei and 
Schär 1998) showed that the accuracy of the 
GPCP-1DD precipitation is comparable to other 
satellite estimates. We verifi ed the precipitation 

measurements from the ship rain gauge against 
several conventional gauges. 

A comparison of the daily precipitation 
amounts measured by the ship rain gauge and a 
Hellmann rain gauge on the top of the roof of the 
Institute for Marine Sciences (University Kiel) 
was done for the period 1996–2001 (Fig. 2). To 
exclude the days with solid precipitation, we used 
only data from the days with air temperatures 
above 4 °C. In the comparison we used 
exclusively the precipitation data from the dates 
for which records from both the instruments were 
complete. Measurements of the Hellmann gauge 
were corrected to account for the wind speed, 
wetting loss, and evaporation according to Rubel 
and Hantel (1999). The correlation coeffi cient 
between the daily amounts derived was equal 
to 0.97. The total sum of precipitation measured 
by the ship rain gauge was 1184 mm, while the 
Hellmann gauge gave 1120 mm. The standard 
deviation of the measurements made by the ship 
rain gauge (2.18 mm day–1) was somewhat higher 
than that measured by the Hellmann rain gauge 

Fig. 1. Side view (left) and vertical 
cross section (right) of the ship 
rain gauge. Rain is collected at 
the horizontal orifi ce (arrows) and 
at the lateral collector (shaded) 
(Hasse 1998).
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(1.81 mm day–1). In order to estimate the spatial 
distribution of precipitation over the Baltic Sea, 
several observing ships have been equipped with 
ship rain gauges. This activity was launched 
in 1994 at ships travelling between Lübeck 
(Germany) and Helsinki (Finland) through the 
southern and central Baltic Sea (Fig. 3). The 
instruments were properly installed onboard at 
sites in which the fl ow is nearly horizontal. The 
relative wind speed measurements were taken 
from the same positions in order to correct the 
rain gauge measurements.

The rain measurements were typically 
stored at 8-minute intervals, which allows 
minimising the infl uences of fast-travelling ships 
on the measurements and makes it possible to 
consider samples as point measurements. The 
measurements were randomly distributed in time 
and space along the shipping routes (Fig. 3). 
The total number of the collected measurements 
exceeded 20 000 during several months (Fig. 
4). For the further analyses, the winter seasons 
were excluded to avoid the treatment of snow, 
which is not effectively measured by the 
instrument. Rutgarsson et al. (2001) estimated 
the accumulated precipitation over the Baltic 
Sea Proper during a part of the PIDCAP period 
(Isemer 1996) using fi ve different data sources. 

Fig. 2. Comparison of daily precipitation amounts 
measured by the ship rain gauge and the Hellmann on 
the roof of the Institute for Marine Science during the 
Period 1996 till 2001.

Fig. 3. Cruises of the voluntary observing ships 
equipped with ship rain gauges during autumn 1998.

Fig. 4. Number of monthly available ship rain gauge measurements from voluntary observing ships during the 
period 1996 till 2000.
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These were the analyses of the Swedish Mesoscale 
Analysis System MESAN (Michelson et al. 
2000b) that is based on synoptic observations 
and the Baltic radar data, the SMHI(1 ¥ 1)° data 
base that have been gridded by using an optimal 
interpolation of precipitation measurements, 
precipitation estimates based on the COADS data 
(Isemer and Lindau 1998), and SSM/I (Special 
Sensor Microwave/Imager) precipitation data. In 
comparison to the ship rain gauge measurements 
(128 mm), the analyses of MESAN and SMHI(1 
¥ 1)° reported an overestimation of about 9% in 
the accumulated precipitation, while COADS 
and SSM/I data tended to underestimate the 
total amount of precipitation by 22% during this 
period.

Method of the spatial analysis of 
precipitation measurements

During the recent years, several different meth-
ods have been used to analyse the spatial and 
temporal variability of precipitation. A short 
description of some of these techniques has been 
given in Hall and Barclay (1975). Creutin and 
Obled (1982) made an objective comparison of 
six different methods. They separated six analy-
sis procedures into two classes, one of which was 
based on a relatively simple statistics. The other 
class of procedures used more advanced statisti-
cal methods such as the optimal interpolation 
(Gandin 1965), kriging (Matheron et al. 1963), 
or the reconstruction of empirical orthogonal 
functions (EOF) (Obled and Creutin 1986). To 
analyse the precipitation measured by the ship 
rain gauges over the Baltic Sea, we derived 
a procedure based on the kriging method as 
described by Bacchi and Kottegoda (1995) and 
Rubel (1996). We modifi ed the original method 
by performing a Monte Carlo generation of the 
sampling error. The procedure starts with the 
analysis of all in situ precipitation measurements 
(Fig. 5), which serve as input for estimating the 
sampling errors, mean fi elds and spatial correla-
tion functions on a 8-minute timescale. The next 
step is to obtain fi rst-guess precipitation fi elds 
from the analysed data, and to derive spatial 
correlation functions on a seasonal timescale. 
The averaged fi elds based on the raw measure-

ments, sampling variance estimates and spatial 
structural functions constitute the input for a 
main analysis procedure. The outcome of the 
technique consists of gridded fi elds produced by 
kriging, which is tuned to the estimated sampling 
variances and characterised by the interpolation 
error quantifi ed by a so-called kriging variance. 
A more detailed description of the analyses will 
be given in the following sections.

Averaged fi elds of the raw data

To obtain an initial estimate for the spatial fi elds 
of precipitation from the measured rain rates (rr), 
the gridded values were derived on a 1° ¥ 1° grid 
on a seasonal timescale. For this purpose, all 8-
minute measurements rrʼs within a grid box were 
averaged implementing for the mixed lognormal 
distribution of the data analysed its continuous 
part at rr = 0.0 mm h–1 and the discrete lognormal 
part for rr > 0.0 mm h–1 (Kedem et al. 1990). The 

Fig. 5. Overview of the procedure of the precipitation 
analyses based on the ship rain gauge measurements. 
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means E(rr) and the variances Var(rr) were cal-
culated from the distribution of the data accord-
ing to Aitchison and Brown (1963):

                                   (1)

          (2)

where m denotes the mean of the transformed 
data, s stands for the corresponding standard 
deviation for all measurements with rr > 0.0 mm 
h–1, and p is the estimated rainfall probability. An 
example of the averaged rain fi eld for the period 
September–November 1998 gave an averaged 
rain rate that ranged from 30 mm month–1 near 
Finland to 110 mm month–1 in the south-east part 
of the Baltic Sea (Fig. 6). A common feature for 
the derived seasonal fi elds was a high level of 
spatial variance. These variances can partly be 
explained by a low number of samples of meas-
ured precipitation in individual grid boxes. This 
effect results in a so-called sampling error and 
has to be considered separately. The data density 
for each grid box varied from 20 measurements 
per grid box in poorly sampled areas to more than 
8000 measurements per grid box near the coasts 
of Germany and Finland. A typical frequency of 
precipitation was between 5% and 14% (Fig. 
7). Considering the maximum rainfall in the 
south-eastern part of the Baltic Sea, this estimate 
agrees with a minimum sample size in the corre-
sponding grid boxes of the fi eld of observational 

density (Fig. 7). Therefore, the seasonal means in 
these areas were infl uenced strongly by the small 
number of measurements and, consequently, they 
were not statistically signifi cant. 

First-guess fi elds

The estimation of means (as given in the previ-
ous section) is based exclusively on information 
from a given grid box. More reliable results can 
be obtained if additional information about envi-
ronmental effects is used. In this case, the amount 
of used information used increases and therefore 
the estimated means become more stable. The 
impact of this supplementary information has 
been quantifi ed using the spatial statistics of pre-
cipitation processes. Thus, the fi rst-guess fi elds 
were estimated by the use of weighted averages. 
The weights were chosen as functions of the 
distance between every individual measurement 
and the centre of the analysed grid box. Then the 
spatial structure functions for the precipitation 
measurements at different points were calculated 
using the standardised correlation coeffi cients. 
To identify an appropriate model for the autocor-
relation function, simultaneous measurements 
were grouped into classes of pairs separated by a 
prescribed distance. The correlation coeffi cients 
derived for each distance class allow for the 
computation of empirical autocorrelation func-
tions. These functions were based on 8-minute 
measurements made during each season and 
account for the nonlinearity associated with a 

Fig. 6. Arithmetic averaged precipitation for autumn 
(September–November) 1998 derived from 8 minutes 
measurements of the ship rain gauges. Units are mm 
month–1.

Fig. 7. Number of ship rain gauge measurements per 
grid box for autumn 1998.
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seasonal variability in the rain. This analysis 
implies the assumption that the correlation 
function is constant for each season. Thus, the 
method actually deals with a mixture of different 
processes, represented for instance by the frontal 
and convective rainfall. To achieve the stability 
of spatial statistics, the structure functions were 
estimated for the climatological seasons. This 
procedure allows us to minimise the impact of 
mixed lognormal distributions and the limited 
number of measurements. 

The averaged autocorrelation functions for 
spring, summer and autumn were derived from 
the measurements during 1996–2000 (Fig. 8). 
As a measure of the effectiveness of autocorre-
lation functions, a decorrelation length has been 
estimated. It has been defi ned as the distance at 
which the correlation decreases to the value of 
1/e. The functions adapted from measurements 
made during the spring and summer gave the 
largest decorrelation lengths of 46 and 68 km, 
respectively. This indicates a predominant stra-
tiform or frontal precipitation, whereas a shorter 
decorrelation length in the autumn (~25 km) is 
an indicator of a convective rain. 

In order to interpolate the ship rain gauge 
data, every single measurement was weighted 
with the value of the autocorrelation function, 
referring to its distance from the centre of every 
grid box. According to the distribution charac-

teristics of ship rain gauge measurements, the 
transformed means m and variances s2 were 
calculated as

                         (3)

                      (4)

                                       (5)

where n
rr
 is the number of measurements rr

i
 with 

rr > 0.0 mm h–1, n
0
 is the number of measure-

ments with rr = 0.0 mm h–1 , and l
i
 are the cor-

responding weights. The resulting estimates for 
the means E(rr) and the variances Var(rr) were 
calculated according to Eqs. 1 and 2.

In comparison to purely arithmetically 
averaged fi elds, the fi rst-guess fi elds are more 
smoothed in space and displayed a completely 
different behaviour in some areas (Fig. 9). The 
local extreme values are sometimes less pro-
nounced and often widely stretched in their 
spatial extent. That is the case in the vicinity of 
the Ålands. On the other hand the area with high-
est precipitation rates in the south-eastern Baltic 

Fig. 8. Climatological spatial correlation functions for 
the seasons spring (March–May, solid line), summer 
(June–August, dashed line) and autumn (September–
November, dotted line). The functions are based on the 
8 minutes measurements of the ship rain gauges from 
1996 to 2000.

Fig. 9. First guess fi eld of precipitation for autumn 1998 
based on ship rain gauge measurements according to 
Eq. 3. Units are mm month–1.
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shrinks. The differences in the behaviour of the 
local extremes can be described by large differ-
ences in a local data density. Therefore, a qualita-
tive description of the weighted fi elds in terms of 
sampling error estimates could not be performed. 
But we can argue that the error magnitude has 
been signifi cantly minimised after the implemen-
tation of the supplementary information.

Minimisation of the sampling error by 
kriging

In order to get reliable estimates of seasonal pre-
cipitation fi elds, we used kriging which accounts 
for a sampling error statistics. In principle the 
kriging method allows for a determination of 
the production of regular spatial fi elds from 
randomly distributed measurements. With the 
assumption that the precipitation fi eld is homo-
geneous and isotropic, the true value of precipi-
tation can be estimated by taking the integral of 
all precipitation processes Z(u) located in the 
surrounding area A at u � (x,y):

                                     (6)

If the spatial structure function (in our case 
the autocovariance or the correlation function) is 
known, the unknown true precipitation value   
at a point u

a
 can be derived from a linear combi-

nation of the weights l
i
 and the random values of 

the considered process Z(•).

                 . (7)

The error d(u
i
) in the Eq. 7 can be described 

as a “white-noise” random process, which is 
determined mainly by a sampling error asso-
ciated with the data density. If the estimates 
are assumed to be unbiased, the mathematical 
expectations of the estimate and true precipita-
tion value should be equal to each other:

                       .                 (8)

In addition, the condition of a minimum vari-
ance should be satisfi ed (i.e. the variance of the 
estimates from all realisations should be a mini-
mum with respect to their weights):

                       (9)

                                                (10)

The minimised expression then gives an 
estimate for the variance, quantifying the mean 
square interpolation error of the estimated value:

                    (11)

The fi rst term in Eq. 11, the so-called kriging 
variance, denotes the variance at point u

a
. The 

second term comprises the covariances between 
the point for which the prediction is derived and 
the surrounding points. It accounts for informa-
tion about the data point and allows for the 
reduction of the error. The third term describes 
the redundance between the data points in the 
surroundings. The infl uence of the sampling 
error is given by the last term. To calculate sea-
sonal precipitation fi elds from the ship data, a 
parameterisation for the sampling error d(u

i
) and 

a spatial structure function on a seasonal times-
cale are required.

Sampling error statistics

The treatment of precipitation processes on the 
basis of measurements requires the consideration 
of the different errors that infl uence the analysis 
technique. Typical error sources inherent into the 
analysis are the following:

— random observational measurement error,
— random sampling error,
— non-random sampling fair weather bias,
— interpolation error present in the unsampled 

locations.

The random sampling error explains the 
major part of the cumulative error source. Thus, 
the estimation of the sampling error due to 
undersampling is mostly important to a realistic 
determination of the spatial precipitation distri-
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bution. Thereby, the sampling error depends on 
the characteristics of the statistical distribution of 
measurements. Since the parameters of a mixed 
lognormal distribution are not known for every 
single grid point, the estimated values of the 
fi rst-guess fi elds were taken as a starting point. 
These parameters describe the shape of the prob-
ability distribution and have to be estimated for 
each grid point separately due to the impact of 
the spatial variability of the mean precipitation 
processes on the analysed time scale. The errors 
are estimated by a Monte Carlo model, which 
uses a pseudo random number generator that is 
able to produce random numbers for a given sta-
tistical distribution (Scheirer 2001). Therefore, 
both the shape of mixed distributions and the fre-
quency of precipitation measurements are taken 
into account. That gives the relative error as a 
function of the number of measurements for each 
grid box, as well as the corresponding statistical 
distribution (Fig. 10, triangles). For comparison 
we also show the mean errors of the parameters 
of the main population (crosses) and the corre-
sponding empirical error function (straight line). 
The variability in the relative error estimates for 
every grid box can be explained by a sampling 
error due to the small number of measurements, 

and by the spatial variability of measured proc-
esses. The error is associated primarily with the 
number of measurements and, to a lesser degree, 
is infl uenced by the mean and frequency of the 
mixed distribution. The kriging method requires 
the minimisation of sampling errors and the 
assessment of the standard error in the units 
of the covariance. According to Aitchison and 
Brown (1963), the estimate of the standard error 
is obtained from

               
                                                                       (12)

where a denotes the expected value of R in the 
mixed lognormal distribution 

                                          (13)

and s2 is the variance of the transformed data. 
The standard errors are estimated from the meas-
urements within each grid box as well as on the 
basis of the statistical parameters available from 
the fi rst guess fi elds after the use of Monte Carlo 
method (Fig. 11). The correlation coeffi cient is 
equal to 0.84. Differences are associated mostly 

Fig. 10. Averaged relative error (%) as a function of the number of measurements for autumn 1998. Crosses 
denote the results of the Monte Carlo simulations while the line is a estimated empirical function. Triangles are 
the corresponding errors estimated by Monte Carlo simulations based on means and variances according to the 
corresponding fi rst guess fi eld for the same period. 
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with the undersampling of measured data in the 
areas where the estimates of the distribution 
parameters are not signifi cant. In order to ensure 
that the error is not underestimated, the maxi-
mum value of the both estimates is used in the 
Eq. 7 for the computation of the resulting rain 
amount.

Spatial structure functions

The spatial structure functions needed for the 
interpolation were estimated on the basis of the 
fi rst-guess fi elds mentioned above. Therefore, 
the weighted means were grouped into equi-
distant pairs and correlations for each single 
station-to-station distance were calculated. Due 
to the small number of grid values available for 
each individual season, the correlations were cal-
culated from climatological data. The intersea-
sonal variability of the structure functions was 
less pronounced than the spatial variability esti-
mated on a 8-minute time scale. An example of 
a nonlinear structure function, fi tted to estimated 
correlation coeffi cients for the autumn 1998, is 
given in Fig. 12. The error bars denote the 95% 
confi dence intervals. In comparison to other esti-
mates, the functions seem to provide somewhat 

shorter correlation scale (Rubel 1994). This fact 
can be explained by the small horizontal dimen-
sions of the Baltic Sea and the large infl uence of 
the rain characteristics of the surrounding land 
masses on seasonal precipitation processes.

Resultant kriging fi elds

Application of the kriging method according 
to Eqs. 6–11 results in interpolated precipita-
tion fi elds with a minimised random distributed 
error. The weights were calculated with respect 
to the structure function and random sampling. 
Thus, the resultant precipitation amounts for the 
grid boxes analysed accounted for both the aver-
aged raw data and the estimated sampling error 
with respect to the number of measurements and 
probability distribution parameters. The standard 
errors were normalised with respect to the spatial 
correlation function. 

In comparison with the fi rst-guess fi eld for 
the autumn 1998, the interpolated fi eld (Fig. 13) 
depicts that the maximum precipitation rates over 
the south of the Baltic Sea were slightly shifted 
to the west and had a less pronounced maximum 
in the central basin. The minimum was found 
near the Finnish coast. The kriging variance in 
terms of the relative error gave minimum values 

Fig. 11. Comparison of the estimated standard errors 
based on Monte Carlo simulations and measurements 
made by the ship rain gauges during autumn 1998. 
Units are mm2 h–2.

Fig. 12. Climatological structure function for autumn 
1998 derived from fi rst guess fi elds of autumn for the 
years 1996–2000. The triangles denote the estimated 
correlation coeffi cients of the station-to-station 
distances and the solid line is the empirical correlation 
function. Error bars mark the 99% confi dence intervals 
of the corresponding correlation.
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Fig. 14. Relative interpolation error (%) of the analysed 
precipitation fi eld for autumn 1998.

Fig. 13. Interpolated precipitation fi eld (mm month–1) for 
autumn 1998 using kriging method for minimisation of 
sampling errors. Units are .

along the main shipping routes corresponding 
to a larger number of measurements (Fig. 14). 
The mean error varied within the range of about 
15%–25%. The largest relative error occurred in 
areas having the lowest data density, especially 
in the south-east part and over the Gulf of Fin-
land in the north-east part. The analysis of the 
remainder seasons during the period 1996–2000 
gave similar results.

Discussion and conclusions

The presented analysis of the measured rain 
data gives insight on the seasonal precipitation 
over the Baltic Sea Proper. The main problem 
in analysing precipitation measurements from 
moving ships is that these data are inhomogene-
ously distributed in space and time, and that the 
data density is generally low. It is shown that an 
improved kriging method is suitable for minimis-
ing errors due to undersampling. Furthermore, 
this method gives an estimate of the quality of 
the resulting precipitation fi eld in terms of the 
kriging variance. These error estimates showed 
that even the use of fi ve ships for rain measure-
ments is suffi cient to compute precipitation fi elds 
on a seasonal times cale. However, they clearly 
depict also that a large number of measurements 
is required to analyse precipitation fi elds on a 
fi ner temporal and spatial resolution.
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