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High-resolution Eulerian and Lagrangian sea ice kinematics are examined based on an 
ADCP and four icebound drifting buoys in the Gulf of Finland, Baltic Sea. The meas-
urements were performed in the central Gulf of Finland in winter 2010 from January to 
March. Ice drift was mostly in near-free drift state driven by winds and ice-independent 
currents in the basin. Internal friction was significant, apart from off-ice forcing toward 
the open boundary. The averaged asymptotic ice/wind speed ratio and deviation angle at 
higher wind speeds were 0.034 and 9° in the oceanic boundary layer, respectively. The 
ratio depended on the direction of the wind indicating the role of morphometry of the coast 
to the local ice kinematics. The maximum values of wind ratio were observed in cases of 
NE winds and minimum values in cases of SW winds. Coherent ice drift was observed up 
to a distance of 42 km.

Introduction

A drifting sea ice field consists of a large number 
of ice floes and forms a granular medium. Forced 
by winds and ocean currents, each ice floe fol-
lows its own individual trajectory, while interact-
ing at the same time with neighbouring ice floes. 
On scales much larger than the floe size, a con-
tinuum approximation is commonly assumed, 
resulting in a two-dimensional, compressible and 
non-linear continuous geophysical medium (e.g., 
Leppäranta 2011). Wind is regarded as an inde-
pendent external force while the oceanic forcing 
depends on the velocity difference between ice 
and water. Tidal forcing is insignificant in the 
Baltic Sea. The response of drift ice to these 
external forces is dictated by its inertia, rheol-

ogy, and re-distribution of ice thickness field. In 
particular, in land-bounded floe fields with high 
ice concentration, interactions between ice floes 
create strong friction and can even prevent the 
ice from moving, while open floe fields are free 
from significant mutual interactions. 

The physics of sea ice drift is fairly well 
understood (e.g., Hibler 1986, Leppäranta 2011, 
Weiss 2013) but there are still major open ques-
tions. Firstly, ice thickness redistribution ques-
tion has been lacking for good data although 
it has a key role in sea ice modelling. Sea ice 
deformation changes the ice thickness field but 
it is not known in detail from observations 
and therefore quite simplistic approaches are 
employed in modelling. Secondly, dynamic ice–
ocean interaction is usually parameterised with a 
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simple drag law, which shows large uncertainties 
at frequencies above the inertial (Coriolis) fre-
quency (Leppäranta et al. 2012) and in the pres-
ence of non-neutral stratification. A major issue 
is the spatial and temporal scaling laws of sea 
ice dynamics, in particular thickness, velocity, 
strain, and stress. Temporal characteristics of ice 
drift have been investigated in papers presenting 
drifter data (e.g., Hibler et al. 1974, Ono 1978, 
Leppäranta 1981, Thorndike and Colony 1982, 
Leppäranta and Omstedt 1990, Schevchenko et 
al. 2004, Leppäranta et al. 2012), where the 
close connections of ice motion with wind and 
Coriolis and tidal forcing are recognised. Inertia 
of the ice itself shows up only on time scales less 
than one hour. At present, techniques exist to 
monitor ice velocity at very high accuracy and 
high temporal resolution (e.g., MacMahan et al. 
2009).

Less work has been done on the spatial charac-
teristics of ice drift and the present knowledge of 
spatial variability of ice motion is still only quali-
tative. Thorndike (1986) analysed Argos drift 
buoy data for spatial correlation structure in lon-
gitudinal (parallel to ice motion) and transverse 
drift directions, and Kheysin (1978), Sanderson 
(1988) and Richter-Menge et al. (2002) exam-
ined scaling of internal ice stress over spatial 
length scales. Overland et al. (1995), Goldstein 
et al. (2009) and Stern and Lindsay (2009) and 
Weiss (2013) all discuss spatial structures and 
scales in sea ice velocity field. Ryabchenko et al. 
(2010) modelled the dynamics of drifting sea ice 
in the Gulf of Finland and concluded that it plays 
an important role in the evolution of landfast ice 
zone in the eastern part of the Gulf.

A better knowledge of the time–space scaling 
question is required for research and applica-
tions (cf. e.g., Sanderson 1988, Leppäranta 2011, 
Weiss 2013). The spatial structure of ice thick-
ness has been studied based on the traditional 
ice thickness distribution (Thorndike et al. 1975) 
but the time evolution is still a major issue. The 
best data have been provided by upward-looking 
submarine and moored sonars that have several 
limitations. Comparisons between sea ice veloci-
ties from model simulations and Radarsat data 
have shown that the present models are incapable 
of producing spatial or temporal scaling relations 
that match those observed in nature (e.g., Girard 

2009, Leppäranta et al. 1998). The time co-ordi-
nate presents a more straightforward modelling 
problem, as it can be approached using the con-
tinuum theory but in spatial scaling, one needs to 
go from a continuum dynamics to granular flow 
and further to interior dynamics of individual ice 
floes. Spatial scaling is very important for practi-
cal applications since it is connected to forces 
that can act on ships and fixed structures. Tem-
poral scaling is connected to short-term (1 day) 
and very short term (1 hour) local forecasting 
problems in ship route planning, ice manage-
ment related to oil platforms and combatting of 
oil spills, and evaluation of ice pressure in ice 
engineering.

The Gulf of Finland is seasonally ice-covered 
for 3–5 months. It has an elongated form — 
330 km long and 80–100 km wide — and the 
main shipways are for tanker and cargo traffic 
along the longitudinal east–west axis and pas-
senger ships across. The presence of ice cover 
sets special requirements for navigation, both for 
the construction of the ships and their behaviour 
in ice, as in many cases, merchant ships need 
icebreaker assistance. Therefore, the detailed 
knowledge about ice conditions and their vari-
ability is required. In particular, ice kinemat-
ics and dynamics have a substantial impact on 
navigation conditions by causing rapid changes 
in compressive forces, which act upon a ship’s 
hull. Thus, the ice cover brings severe risks to 
the ship, with consequences to the economy and 
environment of the region.

In this work, sea ice kinematics data of high 
temporal resolution are analysed in the Gulf of 
Finland, in the Baltic Sea. The data were col-
lected using the bottom-track facility of the 
ADCP (Acoustic Doppler Current Profiler) and 
icebound drifter buoys in the frame of the Euro-
pean Union (EU) FP7 project SAFEWIN (Safety 
of winter navigation in dynamic ice). Prelimi-
nary results based on the present data set were 
published by Kõuts et al. (2012) and Lilover et 
al. (2013). Still, the comprehensive study which 
combines Eulerian and Lagrangian high-resolu-
tion measurements (with temporal resolution 10 
and 30 minutes, respectively) is missing for the 
Gulf of Finland as well as for other ice-covered 
regions of the Baltic Sea. In this paper, we focus 
on the description of sea ice kinematics in differ-
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ent time (from 10 min to 2 months) and spatial 
(from 1 km to 60 km) scales across the central 
part of the Gulf of Finland in relation to varying 
wind forcing.

Material and methods

Site

The Gulf of Finland is the eastern basin of 
the brackish Baltic Sea (Alenius et al. 1998, 
Soomere et al. 2008). Its size is about 330 ¥ 
90 km and its mean depth is 37 m. The basin 
freezes to a greater or lesser extent every winter, 
starting from the colder, shallower and less 
saline eastern part (Fig. 1). Mean ice thickness 
varies depending on the severity of the winter. 
The level ice thickness is typically 30–50 cm. 
The geometry of the basin has a considerable 
influence on the ice types. The main ice type is 
drift ice, landfast ice only forms in limited areas 
along the coast landward from the 10 m isobath 
(Leppäranta 1981). The basin is large enough for 
the wind forcing to overcome the ice strength, 
so that ice ridges are formed during strong wind 
events (Leppäranta 1981, Uotila 2001). Ridges 
are typically up to 5–15 m thick (Leppäranta and 
Hakala 1992). The wind pattern is not uniform 
across the basin because of its elongated shape, 
which creates a kind of ‘wind tunnel’ (Soomere 
2003). The size of the basin is relatively small 

compared to the typical scale of atmospheric 
low-pressure systems. Hence, pressure and 
compressive ridges are primarily formed on the 
windward side of the basin and leads are formed 
on the leeward side.

In the Baltic Sea, sea ice drift is mainly 
forced by wind and in cases of long fetches from 
the west wind builds up major stresses. Since the 
Gulf of Finland is strongly elongated, westerlies 
produce the most intensive compressive situa-
tions, also in severe winters easterly winds may 
form high stresses near the northern coast. In 
the south, the sea area off Kunda in the middle 
of the basin is known as an area of severe ice 
conditions because of heavily ridged ice around 
small islands and in shallow areas. This area was 
selected for measurements of local high-resolu-
tion sea ice kinematics by ADCP.

Sea ice dynamics

Sea ice drift is forced by winds and currents and 
resisted by ice–water drag and internal friction 
of the ice (e.g., Leppäranta 2011). The funda-
mental equations are the conservation laws of 
momentum and ice, respectively,

 (1a)

  (1b)

Fig. 1. Part of an ice chart of the Baltic Sea for 16 March 2010 (Finnish Meteorological Institute). Shallow area (less 
than about 10 m) approximately coincides with land fast ice zone. Measurement campaign area in March is marked 
by a yellow square.
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where ρ is ice density, h is mean ice thickness, 
u is ice velocity, t is time, f is Coriolis param-
eter, k is unit vector vertically upward, σ is 
internal ice stress, τa and τw are shear stresses 
of air and water on the top and bottom surfaces 
of ice, respectively, and ζ is sea level elevation. 
The shear stresses τa and τw are expressed using 
quadratic drag laws as

  (2a)

 (2b)

where ρa and ρw are the densities of air and water, 
Ca and Cw are the drag coefficients of air and 
water, Ua is surface wind velocity, Uw is current 
velocity, and θw is the corresponding turning 
angle under the ice. Internal stress is normally 
decomposed into the form σ = P(A, h)Г( ), where 
P is ice strength, A is ice compactness and Г is a 
tensor function of the strain-rate .

The governing forces on the ice in the Gulf 
of Finland are the air and water shear stresses 
and the internal friction. The free drift model 
assumes that the internal friction is zero. Then 
the balance of the air and water stresses and 
Coriolis term provides the solution

 (3)

where ua is wind-driven ice drift, with a speed 
2%–3% of wind speed, depending mainly on 
the drag coefficients. In the presence of strong 
internal friction, ice velocity is smaller. At the 
extreme, for plastic rheology, even in the pres-
ence of nonzero external forcing we may have 
u  0. Plastic flow begins when forcing reaches 
the yield strength. In the one-dimensional case, 
the quasi steady-state solution is obtained from

  (4)

When the ice is moving toward a fixed 
boundary, a strength gradient exists to reduce the 
velocity from the free drift value. When ice drifts 
eastward in the Gulf of Finland and becomes 
more and more densely packed, the velocity 
slows down from the free drift to zero.

Sea ice velocity spectra

Free drift follows the linear model, where the 
solution is the superposition of wind-driven drift 
and geostrophic current. In addition, there is also 
a random component due to the variable size and 
shape of ice floes. Assuming these forcing fac-
tors to be independent, their spectra pa, pw and ps, 
respectively, can be superposed for the ice veloc-
ity spectrum:

  (5)

where ω is frequency, α is the spectral wind factor, 
λi and λw are the ice and water inverse dynamic 
time scales, respectively, Cw1 ~ 0.3 cm s–1 is the 
linear ice–water friction coefficient and D is the 
depth of the Ekman layer. At very low frequen-
cies, α ~ 0.6 ¥ 10–3 is a constant and at very high 
frequencies α falls as ω–2. Since λi >> λw, f, these 
low- and high-frequency limits come at ω1 < λw, 
f ~ 10–4 s–1 and ω2 > λi ~ 10–2 s–1, respectively. 
The corresponding cycle periods are 14 hours 
and 10 minutes, respectively. There is not much 
known about the random component as the study 
of this topic needs a very high time-space meas-
urement accuracy. 

The free drift contains the “forcing compo-
nents” by the wind and current spectra, the domi-
nance of which may vary. In a purely wind-driven 
case, the outcome consists of power law  ω–p 
and an inertial peak at the frequency of –f. The 
power follows the turbulent spectrum of wind 
until very high frequencies and then falling faster. 
In the presence of internal friction, the spectrum 
is damped. For small effects, damping is inde-
pendent of frequency, and in the extreme case the 
ice is stationary (i.e., there is no kinetic energy) 
(Leppäranta 2011). There is also a difference 
if the data used for calculations are Eulerian or 
Lagrangian. In the Eulerian case, the random 
component comes from different ice floes passing 
a fixed point in space, alternatively, in Lagrangian 
case, the drifter is on a fixed ice floe and random 
movements may come from floe rotations due to 
variable forcing (cf. Leppäranta 2011).
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Data sources

Earlier publications relying on present data set 
treated single topics like (1) ice cover periods at 
ADCP site, (2) sea ice drift speed versus wind 
speed and (3) trajectories of icebound drifter 
data but didn’t compose drifters and ADCP data 
to illuminate sea ice drift dependence from wind 
in time and in space (Kõuts et al. 2012, Lilover 
et al. 2013).

The present dataset consists of ice speed 
data collected by bottom-mounted ADCP and 
drifting buoys. Winter 2010 was colder than an 
average, and the whole Gulf of Finland froze 
over (Fig. 1). Near the southern coast, the ice 
conditions were quite variable due to south-
westerly winds occasionally producing large 
open water areas. The main study area was 
selected as the section between Kotka, Fin-
land and Kunda, Estonia, almost a north–south 
section between the longitudes 26° and 27°E 
(Fig. 1). The satellite data used are Synthetic 
Aperture Radar data from RADARSAT-2 and 
Envisat (SEAICE_BAL_SEAICE_L4_NRT_
OBSERVATIONS_011_004 http://marine.coper-
nicus.eu) to describe ice concentration and visual 
data from MODIS (Moderate resolution imaging 
spectrometer of Aqua/Terra satellite of NASA) 
to describe evolution of spatial changes of ice 
cover. MODIS images of the ice conditions at 
the instrument sites are shown in Fig. 2. At the 
end of February, the southern side of the Gulf 
of Finland was ice-free. After a strong NW wind 
event in March, the ice including the drifting 
buoys drifted massively to the east.

The ADCP was deployed in the central zone 
of the Gulf of Finland on 12 January 2010 and 
recovered on 27 April 2010. The site (59°42.09´N, 
26°24.23´E, depth 63 m) was located in the deep 
basin extending south–east toward Kunda Bay, 
around 15 km from the coast (Fig. 2). Bottom-
mounted upward-looking ADCP has been suc-
cessfully used for a couple of decades at different 
depths and in different seas. The primary purpose 
of ADCP sounding is to measure the vertical 
profiles of currents, but there are also studies for 
the monitoring of ice kinematics (Belliveau et 
al. 1990, Visbeck and Fischer 1995, Strass 1998, 
Shcherbina et al. 2005). Björk et al. (2008) used 
this method in the Baltic Sea. In this paper, the 

Fig. 2. MODIS images of the ice conditions in the Gulf 
of Finland on 27 January 2010, 18 February 2010, prior 
to the installation of the drifter buoys, and on 9, 16 and 
25 March 2010 corresponding to the ADCP ice-covered 
periods A, B, C, D and E (images from NASA, pro-
cessed by Dr. Liis Sipelgas). The drifters are named by 
numbers 5, 6, 8 and 10, and their positions are marked 
with red dots, the ADCP location is marked with a yellow 
dot. Key names of locations are given in panel D.

data of a recent measurement campaign conducted 
in the Gulf of Finland in winter 2010 as part of the 
EU FP7 project SAFEWIN are analysed. In the 



180	 Lilover et al.  •  BOREAL ENV. RES.  Vol. 23

frame of that campaign, a 307.2 kHz broadband 
ADCP (Workhorse Sentinel, RD Instruments) was 
deployed on the bottom with a trawl-resistant 
Barnacle 60P platform. The bottom-track (BT) 
option of the ADCP with a sampling interval of 10 
minutes (an average of five high-frequency pings) 
was utilised to trace from below the sea surface/
ice bottom. The data include ice drift velocity 
(its BT velocity), BT error velocity and the actual 
depth (the distance from the instrument’s head 
to the sea surface/ice bottom). The BT velocities 
have a single-ping accuracy of a few mm s–1 and 
the depth resolution is approximately 0.1 m. The 
ice velocity was estimated with an accuracy of 
0.5 cm s–1. The four-beam geometry of the ADCP 
allows two independent vertical velocities to be 
computed. The difference between these velocities 
determines the BT error velocity. Wave motions in 
open water give different vertical motion for each 
beam and therefore large error velocity. If the flow 
field is homogeneous, the difference will average 
out to zero. Björk at al. (2008) found that open 
water increases the variance of the error velocity 
by a factor of three. BT error velocity is therefore 
used to discriminate situations with open water 
from those with ice coverage.

Generally, the data records were continuous, 
but specific short gaps were detected during 
both the ice formation phase (approximately 
one week in January) and the ice break-up stage 
(nearly three weeks in March). While the data 
quality of the rest of the measurement series was 
good, we attribute the missing data to distorted 
backscattering of acoustic signals from unstable 
new ice formations — like frazil, brash ice and 
slush — while the ice was forming. During the 
break-up, the rising temperature and sunlight 
caused the ice porosity to increase with pores 
filled with seawater. Thus, the density of the 
melting ice layer became very close to seawater 
density, which probably also caused distorted 
backscattering of the acoustic signal.

BT velocity series with resolution in time 
of 10 minutes were first filtered with a simple 
2-hour moving average filter and then decimated 
to obtain hourly values for further analysis. The 
same procedure was applied to the time-series 
of wind speed. For low-frequency analysis, all 
data series were filtered with a 36-hour moving 
average filter. Such a low-pass filter window was 

chosen to remove inertial oscillations (period: 
13.9 hours), tides and seiche-driven oscillations, 
with the longest periods in the Gulf of Finland 
around 31 hours (Alenius et al. 1998). As an 
exception for spectral analysis, time series with a 
resolution of 10 minutes were used.

Four drifters were deployed during the R/V 
Aranda cruise in the Gulf of Finland in March 
2010. The ice drifter experiments lasted for a 
total of 66 days, from 8 March to 14 May. The 
drifters were launched in two groups: drifters 5 
and 6 in the middle of the gulf about 15 nautical 
miles north of the ADCP station, with a maxi-
mum distance between buoys about two nauti-
cal miles; drifters 8 and 10 were launched even 
further to the north, around 32 nautical miles 
from the ADCP station. The drifters are compact, 
about 1 m long, with a diameter of 11 cm and 
mass of 10 kg, developed by a local engineer-
ing company. Their measurement interval can 
be controlled remotely between 15 minutes and 
2 hours during field experiments. Data are trans-
mitted in real time via GSM networks, using a 
GPRS protocol, if a cellular service is available 
(otherwise the data are stored on a memory card 
and transmitted once GSM connection has been 
reached). Thus, even if a drifter is lost from real-
time monitoring, the data can still be retrieved.

A summary of the drifter experiment is given 
in Table 1. In this table, UTC is used, local 
wintertime is UTC + 2 hours, which is about 
15 minutes ahead of the solar time. Data of the 
wind speed and direction were obtained from 
the meteorological station in Vaindloo Island 
(59°49.66´N, 26°21.60´E), thirteen kilometres 
north of the ADCP site. The measurement alti-
tude was 32 m and the data were stored at 
5-minute intervals, in neutral atmospheric strati-
fication, the wind speed at this altitude is 11.5% 
higher than the standard surface wind at the 
10-m altitude, based on the roughness length of 
0.04 cm of Baltic Sea ice (Joffre 1982).

Results and discussion

Ice cover periods derived from ADCP 
and MODIS data

In winter 2010, ice cover of the Gulf of Finland 
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was very dynamic and landfast ice formed only 
in the coastal zone. Ice conditions were highly 
dependent on the wind regime. Westerly winds 
pushed the ice further east as far as the strength 
of ice allowed. In the east, it resulted in a rela-
tively stable, compact ice cover with a ridged 
ice zone, which could be almost as stable as 
landfast ice. One area of compacted drift ice was 
observed near the ADCP site off Kunda, nearby 
the Uhtju islands. These small islands restricted 
eastward-moving ice mass forming heavy ridges, 
which then froze together into a stable ice cover. 
A north-westerly wind is the most favourable 
for pushing ice formed near the Finnish coast 
towards Kunda. Due to low tensile strength of 
drift ice, southerly winds can still fracture the ice 
and transport it northward back to the Finnish 
coast. This was relatively easy in winter 2010, 
as there was frequently open water or new ice 
on the Finnish side. The changing wind forcing 
caused periods of changing ice and open water 
in our study area. The leads seen in Fig. 2 near 
the north and south coasts of the Gulf of Fin-
land caused the fast alternation of ice regimes 
at our ADCP mooring site. The characteristics 
of leads and their importance to ship traffic are 
thoroughly discussed for the region in Pärn and 
Haapala (2011).

In an ice-covered basin with intense ship 
traffic such as the Gulf of Finland, one would 
anticipate that the breaking of ice by ships has an 
influence on sea ice dynamics. Ice cutting could 
affect the mobility of the ice and diffusion of ice 
floes. However, there has been so far no research 
work on this question. In our case, the data do 

not give possibilities to examine the role of ships 
in sea ice mechanics directly, but from MODIS 
images it appears that shipping tracks played a 
minor role in comparison of natural leads in the 
Gulf of Finland.

The bottom-mounted ADCP BT error velocity 
time-series are analysed to distinguish periods of 
ice cover and open water during the measure-
ment period. The discovered longer and more 
stable ice periods are marked with the letters A, 
B, C, D, and E (Table 2). The periods C, D and 
E coincide with drift buoy measurements. The 
correspondence of low variance of error velocity 
to ice-covered periods and high variance to ice-
free periods were validated using MODIS satel-
lite imagery. In Fig. 3, the circles mark the dates 
when ice was observed in the area and the dots 
when ice was not observed (corresponding mean 
standard deviations are given below the upper 
edge of the figure). The standard deviations of BT 
error velocity within the ice cover periods were 
3–5 times smaller than in open water conditions. 
Different ice situations according to the MODIS 
imagery are presented in Fig. 2 for ice cover peri-
ods C, D and E, showing that ice conditions were 
highly variable in the Gulf of Finland during the 
period of our study.

General characteristics of ice dynamics

Because of its elongated shape and fixed bound-
ary in the east, besides of ice concentration and 
thickness, the wind characteristics (speed, direc-
tion, and durability (persistency)) determines the 

Table 1. Drifter experiment in the Gulf of Finland in winter 2010. Average drift speed is an averaged value of suc-
cessive drift speeds (the values affected by gaps in measurements were excluded).

Drifter	 Date and time	 Lat. N	 Long. E	 Distance from	 Length of	 Drifting	 Average
	 (UTC) of start			   launching	 drift path	 period	 drift speed
	 and end			   point (km)	 (km)	 (days)	 (m s–1)

05	 08 Mar 16:46	 59°56.92´	 26°09.14´	 46.8	 79.6	 7.13	 0.09
	 15 Mar 20:00	 59°52.20´	 26°58.77´
06	 08 Mar 17:30	 59°58.75´	 26°01.32´	 68.2	 559.7	 66.57	 0.11
	 14 May 07:18	 60°23.22´	 26°56.38´
08	 08 Mar 17:30	 60°14.76´	 26°38.29´	 87.8	 447.9	 60.56	 0.08
	 14 May 07:18	 60°30.81´	 28°07.54´
10	 08 Mar 17:30	 60°14.75´	 26°38.28´	 66.1	 233.6	 43.24	 0.08
	 14 May 07:18	 60°16.87´	 27°49.59´
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ice drift speed in the Gulf of Finland. When wind 
is pushing ice toward the open (western) bound-
ary, the high ice drift speed can be observed, in 
reversed case westerlies push ice toward the east-
ern fixed boundary and lower ice drift speeds are 
expected. The drift toward north or south is more 
limited due to the narrow geometry of the basin. 
The ADCP ice velocity histograms are shown in 
Fig. 4 for periods A–E. The frequent occurrence 
of ice velocities close to zero (ice speed from 0 
to 2 cm s–1) points to the Gulf of Finland shore-
line (and associated internal friction) effect on 
the ice drift speed. In the cases when the wind 
was pushing ice toward the eastern or northeast-
ern boundary, the highest occurrence of “zero” 
ice drift speed was observed (Fig. 4f).

The ice cover area calculated on the basis of 
sea ice concentration data for the Gulf of Finland 
showed local maxima at observed ADCP ice 
cover periods A–E, whereby the most promi-
nent “zero” speed events dates coincided with 
ice-covered area peak values (Fig. 5). In most 

cases when the “zero” ice speed was observed, a 
continuous, notable forcing was on by the wind. 
For example, in case of sub-period D (having 
the largest “zero” ice speed occurrence), the 
wind was pushing ice eastward until it stopped 
moving at second half of 15 March (Fig. 6).

The only explanation is that the plastic inter-
nal friction of ice played an important role 
since the “zero” ice speed occurrence showed 
such peak. For described “zero” ice speed case 
the maximum wind speed was 6 m s–1 giving 
the compressive strength of ice (P*) of at least 
16 kPa [for fetch L = 100 km and ice thickness 
h = 0.5 m, the yield criterion ταL > Ph was 
used (Leppäranta 2005)]. Ice started to move 
again at the second half of 18 March when the 
wind direction changed pushing ice toward the 
north. A similar relationship with the wind was 
observed for ice cover periods B and E, the ice 
stopped moving when ice cover was pushed 
eastward and ice began to move when the wind 
changed direction. In the case A, ice stopped 
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Fig. 3. Bottom-track error velocity during the observation period (redrawn from Kõuts et al. 2012). Shaded areas 
with labels A, B, C, D, and E show the periods where ice was detected above the ADCP. The timing of available 
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Table 2. Ice drift characteristics at ADCP site.

Ice	 Date	 Drifting	 Averaged drift	 Maximum	 Asymptotic	 Asymptotic
period	 in 2010	 period (days)	 speed (m s–1)	 drift speed (m s–1)	 wind factor	 deviation angle

A	 20–28 Jan	 7.875	 0.18	 0.5	 0.037	 15°
B	 9–20 Feb	 11.375	 0.24	 0.83	 0.040	 3°
C	 5–11 Mar	 5.55	 0.27	 0.88	 0.028	 15°
D	 13–20 Mar	 8.0	 0.09	 0.88	 0.037	 7°
E	 22–27 Mar	 4.7	 0.15	 1.01	 0.029	 5°
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Fig. 5. Ice-covered area in the Gulf of Finland in winter 2010 (sea ice concentration data provided for processing 
by E.U. Copernicus Marine Service Information, processed by Dr. Ove Pärn). Shaded areas with labels A, B, C, D 
and E show the ice cover periods at the ADCP site position. The thin vertical lines mark the (near-)zero drift speed 
events with the percentage numbers for the zero ice speed frequencies.

moving in both northward and southward winds, 
but similar to other sub-periods it started to 
move when the wind direction changed.

According to the drifters, the most promi-
nent movement of the ice occurred between 10 
and 13 March, when strong southwesterly and 

northwesterly winds (maximum wind speed was 
19 m s–1) pushed most of the ice mass from the 
northern coast of the Gulf of Finland toward 
southeast, to Suursaar [Gogland] and Narva Bay. 
This event is illustrated in Fig. 2, where the ini-
tial positions of the buoys (C) and their sites after 
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0.75 m s–1 and current velocity possibly adding a 
maximum of 0.5 m s–1 to that.

Ice drift variability across the gulf was 
described comparing the trajectories deduced 
from the ADCP ice drift measurements and the 
trajectories of the drifting buoys (Fig. 7). During 
ice period C, the drifters 5 and 6 and ice at 
ADCP site drifted almost coherently (Fig. 7a). 
However, closer to the southern coast (ADCP 
site) the ice drift speed was higher than in the 
middle of the basin. Period D was characterized 
by more heterogeneous drift across the basin. 
The ice in the middle of the gulf (drifter 6) was 
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Fig. 6. Ice speed in relation to wind vector direction and speed for period D. The measured wind direction was 
turned by 180° to match the wind forcing with the current direction. Ice speed is marked by a blue line, wind speed 
by a black line and wind vector direction by stars.
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the storm (D) are shown. The drifters recorded 
the highest drift speeds for the entire measure-
ment period, up to 0.7 m s–1, during this event. 
Thereafter, speeds rarely reached 0.3 m s–1, post-
ing an average of about 0.1 m s–1 (Table 1). 
The maximum speeds were at the highest level 
reported in the Baltic Sea drifter experiments (cf. 
e.g., Leppäranta 1981, Leppäranta et al. 2001). 
In Bothnian Bay by an ADCP the maximum ice 
speed about 0.5 m s–1 was recorded (Björk et al. 
2008). In theory, the maximum ice speed would 
be around 1.25 m s–1 in the Baltic Sea, with wind 
speed of 25 m s–1 driving the ice to the speed of 
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barely moving (or was in a circular motion), 
while in the north and south the ice drift had 
similar velocities and at times similar behaviour 
(like north-eastward movement at the end of 
the period). During period E, the ADCP data 
and drifter data had a similar pattern but with 
generally higher velocity at the ADCP site. The 
observed drifter tracks which basically follow 
the wind forcing differ by ice drift speed across 
the Gulf of Finland probably due to different 
ice compactness (the presence of leads either 
close to the southern or northern coast). For 
example, in case of sub-period C the drifter 6 
speed in vicinity of northern lead reached 70% 
of ADCP site ice speed (located close to the 
southern lead) while outside of the northern lead 
region (sub-period E) the drifter speed reached 
only to 50% of ADCP site ice speed (Fig. 2). 
Thus, the leads enable the high mobility of ice 
in a changing wind field. The directional dis-
tribution of ice drift also indicated the role of 
leads — namely the ice drift polar histograms 
for period C showed that the northern drifter D6 
(located close to the lead area, Fig. 2) had less 
scattering of drift angle compared to the drifter 
D5 and ADCP site (Fig. 8) probably because of 
less internal friction of ice there. The theoretical 
wind-driven free ice drift (deduced from wind 
data using wind factor 0.03 and 20° deviation to 
the right with respect to the wind vector) shows 
least scattering (internal friction has been not 
counted) (Fig. 8d).

The scatter-plots of the hourly ice-drift and 
winds speeds (Kõuts et al. 2012) revealed a clear 
relationship between the ice drift speed and the 
wind speed during the ice sub-periods A–E, but 

the character of the relationships still varied 
between them and even within the one sub-period. 
The best-fit wind factor ranged in 2%–4%, but the 
scatter was large. An analysis of low-pass-filtered 
data (periods less than 36 hours removed) during 
sub-period C, actually showed two different ice 
speed vs. wind speed relationships that could be a 
result of the influence of ocean currents or internal 
friction of ice or concurrently both (Fig. 9). The 
sub-periods (A, B, D and E) did not reveal similar 
features. Differently from other periods, during 
sub-period C the wind pushed ice toward eastern 
shore (higher internal friction, current slightly 
against the ice drift direction) and out toward the 
open boundary (lower internal friction, current 
confluent with ice drift). Consequently, the ice 
drift responded to the forcing factors and resulted 
in two different ice/wind speed relations in the 
scatter plot (Fig. 9).

Equation 3 shows that in free drift the slopes 
of the lines should be the same and that the inter-
cept on the y-axis gives the mean ice-driving 
current. In the presence of internal friction, the 
relation has a square root shape with the inter-
cept of x-axis at

 

and the slope asymptotically approaching the free 
drift slope (Eq. 4). The internal friction shows in 
the lower envelope of the scatterplot intercepting 
wind axis at Ua ≈ 3 m s–1, corresponding to the 
wind stress of 0.02 Pa. For this to scale with plas-
tic yield strength P (cf. Eq. 4), we must have P ~ 
τa , where  is the fetch. Therefore, with H ~ 0.5 
m and  ~ 50 km, we have P ~ 2 kPa. This value 
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is low, reflecting the high mobility of the present 
ice field due to ice compactness being signifi-
cantly lower than 1. The yield strength decreases 
by one order of magnitude with compactness 
decreasing from 1 to 0.8–0.9.

The correlations between the wind and ice 
drift vectors, estimated via the method intro-
duced by Kundu (1976), were very high: on an 
average 0.85 (Kõuts et al. 2012). By applying a 
linear fit for high wind speed and corresponding 
wind factor or deviation angle data (wind speeds 
higher or equal than 10 m s–1 were taken into 
account), the asymptotic values of wind factor and 
deviation angle were found. Namely, a linear fit 
value corresponding to the highest measured wind 
speed was taken for an asymptotic value. The 
ice-covered periods A, B, C, D and E revealed, 
based on hourly mean data, that the wind factor 
was in the range 0.028–0.040, giving an average 
of 0.034 (Table 2). These values are in accord-
ance with earlier estimates. Typically, the wind 
factor can vary between 0.02 and 0.035, depend-
ing on the roughness of the ice: the low value 
represents a smooth ice surface and a higher 
value deformed ice cover (Leppäranta 2011). For 
comparison, Björk et al. (2008) estimated an 

ice/wind speed ratio of 0.03 in the northern part 
of the Bothnian Bay. As shown by Eq. 3, the 
asymptotic values of the wind factor and devia-
tion angle give information on the boundary-layer 
parameters. The asymptotic wind factor 0.034 
provides the estimate of 0.92 for the ratio Ca/Cw. 
The air–ice drag coefficient is much better known 
than the ice–water drag coefficient and with Ca = 
1.6 ¥ 10–3 (Joffre 1982) we have the estimate 
Cw = 1.7 ¥ 10–3. This estimate is, however, lower 
by 50% than estimated earlier for the Baltic Sea 
ice fields (Leppäranta and Omstedt 1990).The 
asymptotic deviation angle θ = 9° is equal to the 
Ekman angle in the marine boundary layer. Typi-
cally, the angle value is 30° in the case of free ice 
drift in the Arctic (Thorndike and Colony 1982) 
and 20° in the case of thinner ice in the Baltic Sea 
(Leppäranta and Omstedt 1990). Similar measure-
ments made in the Bothnian Bay produced a turn-
ing angle of ice drift compared to wind direction 
of around 10° (Björk et al. 2008).

As the dimensions of the Gulf of Finland — 
especially its width — are not large, free drift is 
likely to last only very short, and most of the time 
the morphometry of the coast plays a major role 
in the local ice dynamics. In winter, when south-
westerly winds dominate, the current in the off-
shore areas is frequently observed to be against 
the wind (Lips et al. 2017) and could reduce the 
wind factor. Our measurements at ADCP location 
(summing up cases A to E and subtracting “zero” 
velocities) showed that in the cases when the wind 
was pushing ice toward west (sector between 
180° and 337.5°) the wind factor was above the 
average (3.5%) and when the wind was push-
ing ice toward east (sector between 337.5° and 
180°) below the average (Fig. 10). The maximum 
values of wind factor were observed when the 
wind was pushing ice toward the sector between 
180° and 225° and minimum values for the sector 
between 45° and 112.5°.

Temporal characteristics of ice drift

For a more detailed analysis of the ice velocity 
time series, we can examine the spectral proper-
ties.

The resulting Eulerian spectrum (Fig. 11) 
resembles the shape of the theoretical linear free 
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drift spectrum (Leppäranta et al. 2012, Fig. 2) 
which slopes above the time scale of ice iner-
tia (1 hour) with the slope –5/3 following the 
spectrum of the forcing. Asymptotically at very 
high frequencies, the slope steepens. The low-
frequency level is at 0.1 (m s–1)2 cph–1. An iner-
tial (Coriolis) signal shows up in the CW spec-
trum, as it should in theory, yet there is no sharp 
peak. The slope is –1.8 in the frequency range 
of 0.2–3 cph for both counter-clockwise (CCW) 
and CW spectra. Taking the measurement error 
as a random term with an accuracy of ± 1 cm s–1, 
the resulting spectrum is white noise at the level 
of 0.67 ¥ 10–4 (m s–1)2 cph–1. Ice velocity spectra 
reach this level at the frequency of about 3 cph. 

The Lagrangian spectra produced from the 
drifter data are given in Fig. 12. The spectra could 
be estimated up to 0.25 cph. Their shape was sim-
ilar to the Eulerian spectrum (Fig. 11) — namely, 
an inertial signal shows up in the CW spectrum, 
the spectral slope was close to –5/3 in the fre-
quency range 0.03–0.25 cph for CW spectra.

Eulerian and Lagrangian CCW spectra had 
roughly the same energy density values, but the 
Lagrangian CW spectra level was lower in the 
range 0.04–0.2 cph. This could be due to inter-
actions between ice floes. In the Eulerian case, 
floes with random size and shape passed the 
site, while in the Lagrangian case we followed 
a fixed individual floe. Therefore, in Eq. 5 the 
noise term is expected to be larger than in the 
Eulerian case. The difference must, in general, 

depend on freedom of movement of individual 
floes and therefore on ice compactness and the 
floe distribution.

Spatial characteristics of ice dynamics

The concurrent measurements of ice drift at the 
ADCP site and by drifters allow us to argue 
about the ice velocity length scales. The drift-
ers were located in an area of 104 km2 and 
their distances to the ADCP site were 33–60 km 
(Table 3). The strength of the spatial correlation 
r of ice velocity depends on the length scale L, 
formulated as a power law as:

  (6)

where a > 0 and b > 0 are parameters and L* is a 
scaling factor (below taken equal 1 km in order 
to keep expression in brackets dimensionless). 
From Eq. 6 and condition r(L0) = 1 we can esti-
mate scale L0, which can be understood as a scale 
of rigidity.

The ice velocities at the ADCP site and those 
estimated by drifters for ice periods C, D and 
E were well correlated in space (Table 3). Only 
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in two cases, the correlation was not significant 
(p > 0.05). The best fit for Eq. 6 resulted in a = 
0.91 and b = 0.18, when the scaling factor was 
selected as L* = 1 km (Fig. 13). The scatter was, 
however, fairly large. Using the best-fit parame-
ters, the correlation becomes one at L0 = 0.7 km, 

which corresponds to the scale of the size of ice 
floes. The distance where the spatial correlation 
had decreased to 0.5 was 28 km. We also deter-
mined the integral length scale as the e-folding 
scale of correlation, resulting in 48 km. This also 
scales with the width of the basin, therefore, the 
basin boundaries influence all over the drift ice 
field.
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Fig. 13. Spatial correlation of ice velocity as a function 
of length scale. The solid line –0.2 is the best fit line and 
the thin lines show its 95% confidence limits. 

Table 3. Covariance/correlation matrix of ADCP and 
drifter velocities for ice periods C, D and E. Italic marks 
not significant correlation (p > 0.05). Numbers in paren-
theses are the representative distances (km) for corre-
lation calculations between drifters and ADCP site and 
between different drifters.

C	 ADCP	 Drifter 5	 Drifter 6

ADCP	 331.5	 207.8	 257.9
Drifter 5	 0.79 (33)	 206.7	 221.6
Drifter 6	 0.72 (36)	 0.79 (12)	 379.5

D	 ADCP	 Drifter 6	 Drifter 8	 Drifter 10

ADCP	 201.8	 24.6	 70.9	 75.3
Drifter 6	 0.24 (36)	 49.4	 25.6	 34.4
Drifter 8	 0.43 (58)	 0.31 (17)	 131.9	 120.8
Drifter 10	 0.39 (59)	 0.36 (22)	 0.77 (3)	 182.9

E	 ADCP	 Drifter 6	 Drifter 8

ADCP	 441.1	 130.7	 93.1
Drifter 6	 0.58 (42)	 116.2	 69.2
Drifter 8	 0.45 (61)	 0.65 (17)	 96.5
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Summary and conclusions

The drift of sea ice in the Baltic Sea is a key 
issue in ensuring the safety of winter navigation 
and estimating loads on fixed structures. The 
size of the Baltic Sea basins is of the order of the 
length scale of sea ice stress when the internal 
friction and consequently ice concentration is 
high. Therefore, the fixed boundaries are felt 
everywhere in the presence of high ice compact-
ness and the ice field may be stationary. For 
open ice fields, internal stresses are negligible 
and the free drift state is realizable. Earlier field 
investigations of ice dynamics in the Baltic Sea 
were based on surface drifters and SAR satellite 
data over 1–2 week periods (Leppäranta 1981, 
Leppäranta et al. 1998, 2001, Uotila 2001). In 
these studies, the wind factor in sea ice drift, as 
well as the strain-rate and vorticity fields, were 
examined. More recently, longer-term ice drift 
measurements were conducted in the Baltic Sea 
in winter season 2004 at an ADCP site (Björk et 
al. 2008). This work is an extension of the earlier 
studies since we have relatively large spatial 
coverage by drifters and high-frequency tempo-
ral coverage at one site by ADCP.

Sea ice kinematics provides the deformation 
fields and forms the basis for the development of 
ice stress fields. Wind is the main force to build 
strong ice compression. The Gulf of Finland is 
tailored to the development of ice compression 
in the case of along-gulf, westerly winds due to 
its elongated shape and fixed boundary in the 
east. The sea area off Kunda, in the middle of the 
Gulf of Finland, is known for severe ice condi-
tions and, therefore, was selected for the ADCP 
measurements to study local high-resolution ice 
kinematics. The spatial coverage of measure-
ments was achieved by deploying drifters in two 
groups further north from the ADCP site. The 
MODIS satellite images allowed to validate the 
ADCP ability to detect ice cover versus open 
waters and to conclude that the latter is a reliable 
tool for the sea ice drift measurements.

Here, we focused on the ice drift character in 
the Gulf of Finland relying on the combined in 
situ and remote sensing measurement technol-
ogy. We concentrated on scales of 10 to 60 km 
to understand how the sea ice velocity behaves 
at the spatial scales smaller than the basin scale.

The analysis of experiment data revealed fre-
quent alternations between the ice cover periods 
and open water periods in the Gulf of Finland. 
Leads were present near the northern and south-
ern coasts due to frequent changes in wind direc-
tion. A total of five ice periods with a duration 
of 6–12 days were obtained in the measurement 
region over a total duration of about two and half 
months (periods A, B, C, D, and E). In period 
C, three instruments (buoy 5, buoy 6 and the 
ADCP) showed a coincident ice drift direction, 
indicating uniform ice drift in the middle of the 
Gulf of Finland. Ice movement was correlated 
with wind data measured nearby. The mean 
asymptotic wind factor at large wind speeds 
was 0.034, corresponding to the ratio of 0.92 
of the air–ice and water–ice drag coefficients. 
The Ekman angle was 9° in the oceanic bound-
ary layer. Both parameters were affected by the 
geometry of the Gulf of Finland. Namely, in the 
cases when the wind was pushing ice eastward, 
the wind factor was below the mean value and 
when the wind was in opposite direction, the 
wind factor was above the mean. The asymp-
totic wind factor and its dependence on the wind 
direction were in accordance with a study per-
formed in the northern part of the Bothnian Bay. 
Leppäranta (1981) obtained there the asymptotic 
wind factor of 0.026, while Björk et al. (2008) 
found a value of about 0.03 that decreased due 
to the long-term southerly and easterly winds 
to 0.01–0.02 as ice stresses became dominant. 
Therefore, implementing the classical purely 
wind-driven free drift model of ice in the Gulf of 
Finland, the wind direction dependence of wind 
factor and deviation angle has to be considered.

Ice drift was mostly in near-free drift state 
driven by winds and, at times, also by ice-inde-
pendent currents in the basin. The ice velocity 
clockwise spectra (both Eulerian (ADCP) and 
Lagrangian (drifters)) showed an elevated level 
around the inertial frequency and a power law by 
exponent –1.8 in the higher frequencies. Eule-
rian clockwise spectra showed a higher level 
than the Lagrangian spectra in the frequencies of 
0.04–0.2 cph. Eulerian and Lagrangian counter-
clockwise spectra had roughly the same energy 
density values. Thus both types of measurements 
confirmed the contribution of inertial oscilla-
tions to the ice drift velocity field. These results 
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are most useful for constructing local short-term 
forecasting systems for ice drift, e.g., at access 
to harbours. Spatial correlations were significant 
in the range from 3 to 60 km, with the best-fit 
falling power of –0.18. The correlation level 
approached 1 at about 1 km distance (i.e., at the 
scale of the size of ice floes, although the scatter 
of the correlation vs. length scale was large). The 
estimated integral correlation length scale was 
48 km. As this scales with the width of the basin, 
the boundaries of the basin influence all over the 
drift ice field. The spatial correlation structure 
provides useful information for controlling ship 
channels and evaluating ice forces.
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